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Preface 

Pervasive Computing and Networking aim at providing ubiquitous, ever-
present, adaptable and smart services enveloping immerse interactions of com­
puting components and/or humans over over large spaces. The computing 
might of processors is combined with the communication power of the wire­
less and mobile networking yielding novel environments and paradigms. To 
fully realize the potential of such environments, many technical and econom­
ical challenges needs to be overcome. These challenges and the perspective 
on the seminal directions of the research in this area were the leading subjects 
of the Workshop for Pervasive Computing and Networking, sponsored by the 
National Science Foundation and organized by the Center for Pervasive Com­
puting and Networking in Rensselaer Polytechnic Institute, Troy, New York, 
USA. This book includes thirteen chapters based on the presentations made at 
the workshop by the leaders in the field. The scope of the topics ranges from the 
fundamental theory of the pervasive computing and networking to the crucial 
challenges of the emerging applications. 

The first four chapters of the book address the fundamental challenges of 
the field. Chapter 1 proposes a scalable, self-organizing technology for sen­
sor networks. The authors present an approach that enables sensor networks 
to organize themselves automatically and to adaptively counter changing en­
vironmental conditions, failures, intermittent connectivity, and hmitation of 
power supply. Chapter 2 discusses the fundamental relationship between the 
achievable capacity and delay in mobile wireless networks. First, the authors 
establish an upper bound on capacity achievable under the given delay. Then 
they show that this bound is tight by designing a scheduling scheme that can 
achieve it up to a logarithmic factor. In Chapter 3, the authors advocate the use 
of self-optimization in sensor networks. They demonstrate on several examples 
that sensor networks can autonomously learn application-specific information 
through sensor and network observations during the course of their operation. 
The knowledge gained in this learning can then be then used to self-optimize 
system performance over time. Finally, Chapter 4 focuses on biological kinetic 
service oriented networks. It explores the similarities and differences between 
computer networks and their biological counterparts. The authors argue that 
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both novel approaches to network element design and their behavioral rules 
can be inspired by the biological networks that were perfected over millions of 
years of evolution. 

The next group of chapters focus on communication challenges in mobile, 
wireless and sensor networks. Chapter 5 is devoted to cooperative routing 
in wireless networks. It discusses this problem jointly with transmission-side 
diversity. The authors study the benefits of coordinating transmission between 
multiple nodes equipped with a single omni-directional antenna. Chapter 6 in­
vestigates the use of in-network data processing for classification of an unknown 
event using noisy sensor measurements. The authors describe in-network de­
cision making algorithm based on local message-passing that minimizes the 
communication. Chapter 7 describes methods for maximizing throughput of 
802.11 based mesh networks. For this purpose, the authors employ tuning of 
physical carrier sensing and propose to exploit multiple radios per node tech­
nology as it becomes available. In Chapter 8, the authors address the issue of 
self-configuring location discovery in smart environments. Authors' approach 
is based on their experiences with the design and use of a rapidly installable 
self-configuring beaconing system. Finally, Chapter 9 proposes a new direc­
tion in multi-query optimization for sensor networks based on a powerful new 
database abstraction in which clients can "program" the sensors through queries 
in a high-level declarative language. 

Subsequent chapters address three major applications of sensor networks: 
video streaming, smart buildings, and utility infrastructures. Chapter 10 fo­
cuses on ubiquitous video streaming. The authors study adaptive video stream­
ing in vertical handoff scenarios and demonstrate that it results in improvement 
of user-perceived video quality. Another important application of sensor net­
works, addressed in Chapter 11, is the monitoring and control of indoor envi­
ronments, with objectives such as occupant comfort maximization and health 
risk minimization. Chapter 12 describes a design for a distributed transmit­
ter for reachback based on radar signals sensing and two-radio multi-channel 
clustering. The authors evaluate the performance of their solution using both 
information theoretic and simulation-based models. 

The book closes with description of a new sensor network simulator in Chap­
ter 13. The authors use a novel component-based simulation guided by the 
component-port model and simulation component classifications. The devel­
oped simulator, called SENSE, provides a new simulation tool that is both easy 
to use and efficient to execute. 

Together, the chapters present a review of the current issues, challenges and 
directions in the newly emerged area of pervasive computing and networking. 

BOLESLAW K. SZYMANSKI AND BÜLENT Y E N E R 
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Chapter 1 

SCALABLE, SELF-ORGANIZING TECHNOLOGY 
FOR SENSOR NETWORKS 

Kenneth P. Birman, Saikat Guha and Rohan Murty 
Department of Computer Science 
Cornell University, Ithaca, NY 14853 
{ken,sg266,rnm5} @cs.cornell.edu 

Abstract Sensor networks will often need to organize themselves automatically and adapt 
to changing environmental conditions, failures, intermittent connectivity, and in 
response to power considerations. We review a series of technologies that we find 
interesting both because they solve fundamental problems seen in these settings, 
and also because they appear to be instances of a broader class of solutions 
responsive to these objectives. 

Keywords: Embedded computing, sensors, distributed monitoring, routing, network position 
information. 

1. Introduction 
The emergence of a new generation of technologies for pervasive comput­

ing and networking is challenging basic assumptions about how networked 
applications should behave. Wired systems typically ignore power and loca­
tion considerations and operate "in the dark" with respect to overall system 
configuration, current operating modes or detected environmental properties, 
and positions of devices both in absolute and logical terms. These kinds of 
assumptions represent serious constraints and lead to sub-optimal solutions in 
embedded or pervasive computing systems. 

At Cornell, we and other researchers are working to develop platform tech­
nologies responsive to these and related considerations. This paper reports on 
three representative examples, which we offer with two goals in mind. First, 
each of these technologies reflects a mixture of properties and algorithmic fea­
tures matching the special requirements seen in pervasive computing settings. 
Second, we believe that the underlying methodologies reflected in the three 
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technologies are interesting in themselves, because they point to broader op­
portunities for future study. 

At the time of this writing, the technologies are not integrated into a single 
platform, but doing so is an eventual goal. Indeed, we beUeve that over time, 
researchers will conclude that pervasive computing systems demand a com­
pletely new kind of infrastructure, built using components such as the ones we 
present here. 

Specific properties of importance include the following. First, our solutions 
are self-organizing, a crucial property in many emerging applications. They are 
strongly self-stabilizing, converging rapidly to a desired structure and repairing 
themselves rapidly after disruption. They lend themselves to theoretical mod­
eling and analysis, lending themselves to both pencil-and-paper study and to 
simulation. Significantly (and unlike many distributed systems technologies), 
the analyses so obtained hold up well in practice; as we'll see below, this is 
because our protocols are so overwhelmingly convergent. Moreover, they are 
robust to perturbation, a property that may be extremely important in the rela­
tively turbulent world in which many sensor applications will need to operate. 
Interestingly, each solution consists of a relatively simple protocol run in paral­
lel by the components of the system, and the desired global outcome "emerges" 
rapidly through the interaction of a component with its neighbors. We conjec­
ture that a rich class of solutions having these properties awaits discovery by 
future researchers. 

The three services on which we focus here are (1) Astrolabe, a system for 
distributed state monitoring, application management, and data mining con­
structed using a novel peer-to-peer protocol that offers unique scalability, low 
load, and rapid convergence; (2) Tycho, a location-aware event localization 
system for sensor networks, and (3) Sextant, a system for discovering sensor 
locations using software methods that is highly accurate, energy-efficient and 
scalable. Each is really an instance from a broader class of related solutions, 
and is interesting both in its own terms, but also as exemplars of these broader 
classes. 

2. Astrolabe 
The Astrolabe system is best understood as a relational database built using a 

peer-to-peer protocol running between the appHcations or computers on which 
Astrolabe is installed. Like any relational database, the fundamental building 
block employed by Astrolabe is a tuple (a row of data items) into which values 
can be stored. For simplicity in this paper, we'll focus on the case where each 
tuple contains information associated with some computer. The technology is 
quite general, however, and can be configured with a tuple per application, or 
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even with a tuple for each instance of some type of file or database. For the 
purposes of this paper, Astrolabe would be used to capture and track information 
associated with sensors in a network of sensors. For reasons of brevity, this 
section (and those that follow) limits itself to a brief overview; additional detail 
can be found in [1, 2]. 

The data stored into Astrolabe can be drawn from any of a number of sources. 
Small sensors would export data "directly" but a larger, more comprehensive 
computing node could export more or less any kind of data that can be encoded 
efficiently. This includes information in the management information base 
(MIB), fields extracted directly from a file, database, spreadsheet, or information 
fetched from a user-supplied method associated with some application program. 
Astrolabe is also flexible about data types, supporting the usual basic types 
but also allowing the application to supply arbitrary information encoded with 
XML. The only requirement is that the total size of the tuple be no more than a 
few k-bytes; much larger objects should be handled outside the core Astrolabe 
framework. 

The specific data that should be pulled into Astrolabe is specified in a con­
figuration certificate. Should the needs of the user change, the configuration 
certificate can be modified and, within a few seconds. Astrolabe will reconfig­
ure itself accordingly. This action is, however, restricted by a security policy, 
details of which are described in [1, 2]. 

Astrolabe groups small sets of tuples into a hierarchy of relational tables. A 
"leaf" table consists of perhaps 30 to 60 tuples (we could scale up to hundreds but 
not thousands of types in a single table) containing data from sources physically 
close to one-another in the network. This grouping (a database administrator 
would recognize it as a form of schema) can often be created automatically, 
using latency and network addresses to identify nearby machines (the location 
information could, for example, be obtained using the method we present in 
Section 4 of this paper). 

The data collected by Astrolabe evolves as the underlying information sources 
report updates, hence the system constructs a continuously changing database 
using information that actually resides on the participating computers. Figure 
1.1 illustrates this: we see a collection of small database relations, each tuple 
corresponding to one machine, and each relation collecting tuples associated 
with some set of nearby machines. In this figure, the data stored within the tuple 
includes the name of the machine, its current load, an indication of whether or 
not various servers are running on it, and the "version" for some application. 
Keep in mind that this selection of data is completely determined by the con­
figuration certificate. In principle, any data available on the machine or in any 
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Astrolabe builds a hierarchy using a P2P 
protocol that ''assembles the puzzle'' without 
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application running on the machine can be exported. In particular, spreadsheets 
and databases can easily be configured to export data to Astrolabe. 

The same interfaces which enable us to fetch data so easily also make it 
easy for applications to use Astrolabe. Most commonly, an application would 
access the Astrolabe relations just as it might access any other table, database 
or spreadsheet. As updates occur, the application receives a form of event 
notifying it that the table should be rescanned. Thus, with little or no spe­
cialized programming, data from Astrolabe data could be " dragged " into a 
local database, spreadsheet, or even onto a web page. As the data changes, the 
associated application will receive refresh events. 

Astrolabe is intended for use in very large networks, hence this form of 
direct access to local data cannot be used for the full dataset: while the system 
does capture data throughout the network, the amount of information would 
be unwieldy and the frequency of updates excessive. Accordingly, although 
Astrolabe does provide an interface whereby a remote region's data can be 
accessed, the normal way of monitoring remote data is through aggregation 
queries. 

An aggregation query is, as the name suggests, just an SQL query which oper­
ates on these leaf relations, extracting a single summary tuple from each which 
reflects the globally significant information within the region. Sets of summary 
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tuples are concatenated by Astrolabe to form summary relations (again, the 
size is typically 30 to 60 tuples each), and if the size of the system is large 
enough so that there will be several summary relations, this process is repeated 
at the next level up, and so forth. Astrolabe is thus a hierarchical relational 
database, and this is also visible in Figure 1.1, where the summaries of the 
various regions appear as rows in the root relation. Each of the summaries is 
updated, in real-time, as the leaf data from which it was formed changes. Even 
in networks with thousands or millions of instrumented machines, updates are 
visible system-wide within a few tens of seconds. Since sensor networks may 
be very large, this scalability is likely to be important. 

A computer using Astrolabe will, in general, keep a local copy of the data 
for its own region and aggregation (summary) data for region above it on the 
path to the root of this hierarchy. As just explained, the system maintains 
the abstraction of a hierarchical relational database. Physically, however, this 
hierarchy is an illusion, constructed using a peer-to-peer protocol, somewhat 
like a jig-saw puzzle in which each computer has ownership of one piece and 
read-only replicas of a few others. Our protocols permit the system to assemble 
the puzzle as a whole when needed. Thus, while the user thinks of Astrolabe as a 
somewhat constrained but rather general database, accessed using conventional 
programmer APIs and development tools, this abstraction is actually an illusion, 
created on the fly. In particular, the memory needed to run the system is very 
small, even in a network that may be very large. 

The peer-to-peer protocol used for this purpose is, to first approximation, 
easily described. Each Astrolabe system keeps track of the other machines in 
its zone, and of a subset of contact machines in other zones. This subset is 
selected in a pseudo-random manner from the full membership of the system 
(again, a peer-to-peer mechanism is used to track approximate membership ; for 
simplicity of exposition we omit any details here). At some fixed frequency, 
typically every 2 to 5 seconds, each participating machine sends a concise 
state description to a randomly selected destination within this set of neighbors 
and remote contacts. The state description is very compact and lists versions 
of objects available from the sender. We call such a message a " gossip " 
event. Unless an object is very small, the gossip event will not contain the data 
associated with it. 

Upon receiving a gossip message, an Astrolabe system is in a position to 
identify information which may be stale at the sender's machine (because times-
tamps are out of date) or that may be more current at the sender than on its own 
system. We say may because time elapses while messages traverse the net­
work, hence no machine actually has current information about any other. Our 
protocols are purely asynchronous: when sending a message, the sender does 
not pause to wait for it to be received and, indeed, the protocol makes no effort 
to ensure that gossip gets to its destinations. 
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If a receiver of a gossip message discovers that it has data missing at the 
sender machine, a copy of that data is sent back to the sender. We call this a 
push event. Conversely, if the sender has data lacking at the receiver, a pull 
event occurs: a message is sent requesting a copy of the data in question. 
Again, these actions are entirely asynchronous; the idea is that they will usually 
be successful, but if not (e.g. if a message is lost in the network, received very 
late, or if some other kind of failure occurs), the same information will probably 
be obtained from some other source later. 

One can see that through exchanges of gossip messages and data, information 
should propagate within a network over an exponentially increasing number of 
randomly selected paths among the participants. That is, if a machine updates 
its own row, after one round of gossip, the update will probably be found at 
two machines. After two rounds, the update will probably be at four machines, 
etc. In general, updates propagate in log of the system size - seconds or tens of 
seconds in our implementation. In practice, we configure Astrolabe to gossip 
rapidly within each zone (to take advantage of the presumably low latency) 
and less frequently between zones (to avoid overloading bottlenecks such as 
firewalls or shared network Hnks). The effect of these steps is to ensure that the 
communication load on each machine using Astrolabe and also each commu­
nication link involved is bounded and independent of network size. 

We've said that Astrolabe gossips about objects. In our work, a tuple is an 
object, but because of the hierarchy used by Astrolabe, a tuple would only be 
of interest to a receiver in the same region as the sender. In general. Astrolabe 
gossips about information of shared interest to the sender and receiver. This 
could include tuples in the regional database, but also aggregation results for 
aggregation zones that are ancestors of both the sender and receiver. 

After a round of gossip or an update to its own tuple. Astrolabe recomputes 
any aggregation queries affected by the update. It then informs any local readers 
of the Astrolabe objects in question that their values have changed, and the 
associated application rereads the object and refreshes its state accordingly. 
The change would be expected to reach the server within a delay logarithmic in 
the size of the network, and proportional to the gossip rate. Using a 2-second 
gossip rate, an update would thus reach all members in a system of 10,000 
computers in roughly 25 seconds. Of course, the gossip rate can be tuned to 
make the system run faster, or slower, depending on the importance of rapid 
responses and the available bandwidth. 

Astrolabe was originally developed for use in very large-scale wired envi­
ronments, but has several features well-matched to sensor networks and other 
embedded applications. First, most communication occurs between a compo­
nents and nearby peers. In wireless ad-hoc routed networks, this is important 
because sending a message to a very remote component consumes power not just 
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on the sender and receiver, but also on intermediary nodes involved in routing 
the packet. In a reasonably dense sensor network, most Astrolabe communi­
cation will occur between sensors near to one-another, with only aggregation 
information being transmitted over long distances. 

Astrolabe doesn't rely on any single or even "primary" route between com­
ponents that share information through its database; instead, within any zone 
data travels over all possible paths within that zone. This is important because it 
makes the protocol extremely robust to routing disturbances or transient com­
munication problems. Astrolabe will report events within roughly the same 
amount of time even if serious disruption is occurring and the system repairs 
itself rapidly after failure or other stresses. 

Finally, Astrolabe can be made to configure itself entirely automatically, 
using proximity within the network to define zones. In the sections that follow 
we'll see other uses of location information as an input to system configuration 
algorithms; we believe the idea is one that merits further study and broader use. 

Astrolabe is just one of several technologies we've constructed using this 
methodology. Others relevant to pervasive computing include Bimodal Multi­
cast [3], a scalable protocol that uses peer-to-peer epidemic protocols to achieve 
very high reliability at rather low cost, and Kelips [4], a novel distributed index­
ing mechanism (a "DHT" in the current peer-to-peer vocabulary). Kelips can 
find information for the cost of a single RPC even in a massive network. All 
of these solutions share strong similarities: inexpensive gossip-based protocols 
that converge because they mimic the propagation of an epidemic, constant 
background overheads (on component nodes and links), a preference for lo­
cal communication, and very robust behavior even under stress. Moreover, 
precisely because of their overwhelmingly rapid convergence, even simplified 
theoretical models and analysis tend to be quite robust, yielding predictions 
that are later confirmed experimentally. Finally, all of these mechanisms have 
very simple implementations, small memory footprints, and use relatively low 
bandwidth. 

Work still remains to be done: none of our protocols is able to deal with 
scheduled sleep periods or other power conservation and scheduling consider­
ations. Nonetheless, we believe that they represent exciting starting points. 

3. Interactions Between Power Aware Components 
A typical sensor tends to be very small in size. Though this serves as an 

advantage, it also limits the sensor's capabilities in terms of energy and data 
storage, processing power, and communication capabilities. As sensors mature, 
we believe that they will become faster, cheaper and be able to collect and 
store more data and transmit it farther; however, their energy capacity will not 
increase at a similar rate. There have been advances in the use of wireless 
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power, and renewable sources of energy in sensors, but the technologies are 
yet to emerge from their infancy. In such light we believe that application and 
software level power conservation can help balance the energy budget enabling 
sensor networks to last longer than previously imagined. 

We outline below some characteristics of power aware components for sensor-
networks that aim to lengthen network lifetime. 

• Hardware re-use: When possible, existing hardware should be used by 
multiple components instead of power-consuming single-purpose hard­
ware. 

• Uniform energy dissipation: Computational and communication load 
of a node should be proportional to the energy available to it. 

• Low duty-cycle: Components should periodically allow some nodes to 
operate in power-saving mode. 

• Reactive protocols: Reactive protocols or proactive protocols with lo­
calized effect should be used to minimize communication costs. 

• Configurable trade-off: Network administrators should be able to trade­
off system lifetime with system latency and effectiveness. 

Research has shown communication to be far more expensive than compu­
tation for sensor networks [5]. Additionally, unreliable radio communication 
links further aggravate this problem. In Tycho [9], an event locaHzation system 
for sensor-networks, we explore the case of a power-aware component where 
nodes send data to a single controller. In Tycho, a query is injected into the 
network and upon detection of an event, sensor nodes send the detected infor­
mation to the controller. Therefore it is desirable to optimize communication 
links from multiple sources of data to a single destination (controller). 

In the operation of a typical sensor network, various components such as 
the application, routing, location discovery etc. interact with one another. Re­
search in this area has focused on minimizing energy consumption of each of 
these components when executing independently and when interacting with 
one another. In this section, we focus on minimizing the energy consumption 
through increased interactions between the application and the routing layers. 

Consider a large sensor network in which nodes can either detect an event or 
be queried based on certain parameters. A simple approach to reporting results 
when an event occurs or when a query is passed on to the network, is to flood 
the controller with messages from each individual sensor node. While this is 
a simple enough mechanism to code into sensors, it results in inefficient usage 
of energy, and can fail to report accurate results when a sensor is not capable 
of communicating directly with the controller. Further, this approach does not 
scale well with an increase in the number of nodes in the network. 



Self-Organizing Sensor Networks 9 

As a result, significant research effort in this area aims to improve the 
longevity of sensor nodes by optimizing for the sensor's power usage, min­
imizing communication and the size of messages transferred, without com­
promising on the functionality of the sensors. This is commonly achieved by 
installing a routing fabric in the network and then aggregating data along the 
routing path. An optimal routing protocol tends to either minimize the number 
of nodes involved in routing or minimize the distance each message is transmit­
ted between adjacent nodes in the network. Energy can be further conserved 
by aggregating along the path to the controller. This approach is optimal in 
terms of the total energy consumed by the various nodes to either transmit or 
receive messages. Further, aggregation has the potential to reduce the number 
of messages transmitted between nodes as well as the size of the messages. 

Various simulations and physical experiments have shown previously pro­
posed protocols to have extended the life of a sensor network well beyond that 
of direct communication or the flooding approach previously described. 

Routing protocols tend to expose functionality through limited interactions 
with the application. The first of such functionality is the decision regarding 
which nodes can be used in low duty cycle modes. A large fraction of energy 
savings are achieved by enabUng a significant fraction of the nodes in the net­
work to shift to a low duty cycle mode. While various routing protocols achieve 
low duty cycle nodes by putting various nodes in the network to sleep, other 
routing protocols do not achieve low duty cycle nodes since they require all 
nodes in the network to be alive during routing. A common scheme among 
routing protocols that support low duty cycle nodes is to interact with the appli­
cation when deciding on the subset of nodes that are to go to sleep. Secondly, 
routing schemes decide on a path in the network between two nodes which are 
received as input from the application layer via APIs exposed by the routing 
layer. 

Based on ongoing research in sensor networks at Cornell, we propose a 
two fold extension of the functionality of routing protocols and APIs exposed 
by them to the appUcations running on top. First, we propose an interaction 
between the routing layer and the application layer in which the application is 
able to decide on a specific subset of nodes in the network that should be involved 
in routing. The routing layer should then be able to construct paths between 
the specified set of nodes (multiple sources) and the controller by minimizing 
the additional nodes used. This should be achieved while preserving the energy 
efficiency of the routing protocol. Additionally, based on the specified subset of 
nodes, the routing layer should be capable of setting up these paths dynamically. 

Consider the example illustrated in Figure 3. A sensor network is setup 
such that the controller is located at the top right hand corner. The controller is 
interested in detecting events in the shaded region (query area) as shown in 2(a). 
Using techniques proposed in [6], the nodes that lie in the shaded region are 
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Figure 1.2. Routing tree formation. 

determined. The sub-graph in Fig 2(b) represents the subset of nodes that He 
in the shaded region and therefore are required to remain awake in order to be 
able to sense an event and to take part in routing. When forming a routing path 
from these nodes to the controller node, the number of additional nodes (that 
lie in the unshaded area) used are minimized as shown in 2(c). The remaining 
nodes in the network can now be shifted to a low duty cycle mode. In this 
example, the application running at the controller is required to interact with 
the routing layer and decide on the subset of nodes that are required to take 
part in routing. The routing layer should be flexible enough to dynamically 
form the routing paths based on these constraints. From preliminary results on 
our research, we have found that this approach leads to a significant amount 
of energy savings when compared to other energy efficient routing protocols 
described in [7, 8]. This particular extension has been included in the Tycho 
system currently being developed at Cornell. Additionally, it is desirable for 
sensors in the network to uniformly dissipate energy since this guarantees that 
no single sensor will drain its power prematurely thus possibly disconnecting 
fractions of the network. The routing layer should bear this responsibility, and 
it can achieve this by varying the subset of nodes that are sent to sleep during 
each subsequent sleep cycle. 

Various routing protocols to reduce latency in event detection and data ag­
gregation have been proposed. However, it is our belief that if the application 
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is able to negotiate the maximum permissible latency with the routing layer, 
this will permit a greater degree of flexibility to the routing layer when making 
decision regarding which nodes should be put into a low duty cycle mode. This 
is primarily because not all sensor network applications require a low latency 
network. If an application is able to tolerate high latency in receiving data from 
an event, the routing layer is then given the freedom to put a large fraction of 
nodes in the network to sleep. Therefore, when an event is detected by a node, 
if nodes along the routing path are asleep, data can be cached and sensors can 
wait till every other sensor on the routing path is awake and then transmits the 
information to the controller. As a result, the energy saved is a function of the 
permissible latency. This is the second extension we propose to the interactions 
between the application and the routing layers. 

The interactions described in this section yield more flexibility to the appli­
cations and require the various layers to work together cohesively with the goal 
of saving energy. 

4. Position Information in Sensor Networks 
Sensor networks by definition sense their surroundings and cannot afford 

to operate "in the dark" with respect to their position in the field. Posi­
tion information is necessary for tagging sensor readings [11, 12], geographic 
routing [10] and caching schemes, clustering and group formation schemes use­
ful in Astrolabe [1], and even addressing the sensors in certain applications [13]. 
To enable such a wide range of sensor-network applications the community is 
in search for the perfect sensor-network networking stack and we believe that 
position services will figure prominently in such a stack. Research in this area 
has traditionally focused on a very constrictive API for location services, one 
which consists of a single function that returns a best-estimate point-location 
for a sensor. This approach is adequate for small-scale static networks where 
sensor locations can be statically programmed in at deployment time but does 
not scale well to large or dynamic networks. At Cornell, ongoing research 
aims to provide a flexible and scalable location-discovery component for the 
sensor-network networking stack. 

As mentioned in the Sextant paper [6] an ideal location discovery protocol 
would have the following properties: 

• Cheap: Location discovery should be cheap and consume little power, 
with minimal dependence on infrastructure in the environment and ded­
icated hardware on each node. 

Accurate: Location discovery should achieve high accuracy. The degree 
of accuracy should be tunable by the network administrator. 
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• Scalable: The protocol should scale well with increasing number of 
nodes. Communication load on a node should be independent of the total 
area of network coverage and the total number of nodes and computation 
should be distributed evenly. 

• Heterogeneous: The protocol should support heterogeneous networks 
where nodes have differing capabilities, such as varying transmission 
power levels, antenna arrays for determining angle of arrival, config­
urable angle of transmission and signal strength measurement hardware 
for relative position estimation. 

• Easy to deploy: Finally, the protocol should be practical and easy to 
deploy. Assumptions made in calculating locations should hold in the 
field. 

Sextant, designed with the above goals in mind, necessitates a new API for 
location services that allows it to return high-fidelity location data and facilitates 
two-way interactions between Sextant and the applications using it. 

A critical issue in location discovery is the representation of a node's position. 
One approach is to keep and update only a single point estimate for a node. 
While this approach requires little state, it introduces errors that may compound 
at the location discovery level as well as at the application level. Sextant, instead, 
explicitly tracks and refines over time the area a sensor can be located within. To 
maximize accuracy and minimize storage and communication requirements, it 
uses Bezier curves to efficiently represent the areas, which need not be convex 
or even simply connected. Figure 4 depicts nodes along with their Sextant 
areas. While in its current state Sextant gives applications the guarantee that 
the sensor resides within the area determined, a simple extension can annotate 
the returned area with a probability distribution which represents the relative 
confidence of the system in the node's precise position. 

A second issue is the collection of location information. The economic and 
energy cost of using dedicated positioning hardware, like GPS receivers, at 
each node is prohibitively high. Instead Sextant infers location information by 
creating a system of equations, the solution for which gives the area within 
which each node may be located, and then solves this system in a distributed 
fashion. Sextant uses the communication hardware already present at each node 
as a primary source of geographic constraints that it translates into the system of 
equations. In addition, it can generate additional constraints from other sources 
including event-sensors and antenna arrays when available. Sextant uses a very 
small number of landmark nodes that are aware of their own locations, either 
by static encoding or the use of GPS, to arrive at its solution. 

As a power-aware component. Sextant adheres to the guidelines discussed 
in the previous section by reducing its dependence on power-consuming dedi-
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cated positioning hardware like GPS receivers and depending instead on MAC 
level information gleaned from the already present communication hardware. 
In addition, Sextant converges quickly in static networks obviating the need for 
constant Sextant-traffic and in highly dynamic networks it limits itself to local­
ized proactive traffic and evenly distributes the processing and communication 
load leading to uniform energy dissipation in the network. 
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Figure 1.4. Tycho using Sextant areas to assign event detection probabilities. 

Of the applications that use the Sextant API, legacy applications can query 
Sextant for a point-estimate that they are well suited to deal with, while ap­
plications that can use the extra information available can do so to minimize 
their own error. This later approach is evaluated in the Tycho paper [9] where 
the system, built on top of Sextant, weighs data from different sensors based 
on the confidence of the sensor's position to produce a probability distribution 
of an event's location. Figure 1.3 illustrates a node's confidence in the event's 
location given the Sextant area it lies within. The likelihood of the event tak­
ing place in an area is represented using different shades with lighter shades 
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representing low probabilities and darker shades representing high probabili­
ties. Tycho has been shown to be more accurate than traditional triangulation 
schemes used previously that locate an event to a point-location. In addition, 
the new API allows Tycho to provide Sextant with additional geographic con­
straints that it gleans from the already present sensor hardware. This serves to 
enhance Sextant's location estimates and in turn iteratively increases Tycho's 
accuracy. 

5* Conclusions 
Our paper reviewed three technologies matched to the unique needs of per­

vasive computing environments. Although the components have yet to be in­
tegrated into a single platform, doing so is an eventual objective of our effort. 

In fact, we believe that the ideas underlying the solutions we present here 
would also be useful in wired systems. For decades, developers have con­
structed wired network applications under the assumption that the less each 
application component "knows" about the network, or about the states of peer 
components, the better. This sort of thinking is reflected in the prevailing appli­
cation development models and platforms: client-server systems in their varied 
forms, Web applications, and most recently the Web Services architecture. One 
can trace the underlying mindset to the end-to-end philosophy, which can be 
interpreted as arguing for black-box networks and application designs in which 
each component is on its own. 

It may be time to explore a countervailing view, better matched to the prop­
erties of pervasive computing and embedded sensor applications. This view 
recognizes that the topology of a network, the properties of the components, 
their positions in the real world and relative to one-another and the constraints 
under which they operate may have implications for the behavior of other com­
ponents. Such thinking argues for system services that make it easy for com­
ponents to share their states and to exploit the information they obtain from 
one-another to achieve global objectives that would otherwise be unrealizable. 

The end-to-end philosophy served us well in developing wired applications, 
but a new paradigm of sensitivity to system and network state may be needed 
in response to the unique needs of these new kinds of systems. 
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Abstract In this work, we establish the fundamental relationship between the achievable 
capacity and delay in mobile wireless networks. Under an i.i.d. mobility model, 
we first obtain the following upper bound on the achievable capacity given a 
delay constraint. For a mobile wireless network with n nodes, if the per-bit-
averaged mean delay is bounded by D, then the upper bound on the per-node 

capacity is on the order of y ^ logn. By studying the conditions under which 
the upper bound is tight, we are able to identify the optimal values of several key 
scheduling parameters. We then develop a scheduling scheme that can almost 
achieve the upper bound (up to a logarithmic factor). This suggests that the upper 
bound is tight. Our scheduling scheme also achieves a provably larger per-node 
capacity than schemes reported in previous works. In particular, when the delay 
is bounded by a constant, our scheduling scheme achieves a per-node capacity 
that is inversely proportional to the cube root of n (up to a logarithmic factor). 
This implies that, for the i.i.d. mobility model, mobility improves the achievable 
capacity of static wireless networks, even with constant delays! Finally, the 
insight drawn from the upper bound allows us to identify limiting factors in 
existing scheduling schemes. These results present a relatively complete picture 
of the achievable capacity-delay tradeoffs under different settings. 

Keywords: Mobile wireless networks, mobile ad hoc networks, capacity-delay tradeoff, large 
system asymptotics. 
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1. Introduction 
Since the seminal paper by Gupta and Kumar [1], there has been tremendous 

interest in the networking research community to understand the fundamental 
achievable capacity in wireless networks. For a static network (where nodes 
do not move), Gupta and Kumar show that the per-node capacity decreases 
as 0{l/^/nlogn)^ as the number of nodes n increases [1]. The capacity of 
wireless networks can be improved when mobility is taken into account. When 
the nodes are mobile, Grossglauser and Tse show that per-node capacity of 
9(1) is achievable [2], which is much better than that of static networks. This 
capacity improvement is achieved at the cost of excessive packet delays. In 
fact, it has been pointed out in [2] that the packet delay of the proposed scheme 
could be unbounded. 

There have been several recent studies that attempt to address the relation­
ship between the achievable capacity and the packet delay in mobile wireless 
networks. In the work by Neely and Modiano [3], it was shown that the max­
imum achievable per-node capacity of a mobile wireless network is bounded 
by 0(1) . Under an i,i.d. mobility model, the authors of [3] present a scheme 
that can achieve 6(1) per-node capacity and incur 9 (n ) delay, provided that 
the load is strictly less than the capacity. Further, they show that it is possible 
to reduce packet delay if one is willing to sacrifice capacity. In [3], the authors 
formulate and prove a fundamental tradeoff between the capacity and delay. 
Let the average end-to-end delay be bounded by D. For D between 9(1) and 
9 (n ) , [3] shows that the maximum per-node capacity A is upper bounded by 

A < 0 ( - ) . (2.1) 
n 

The authors of [3] develop schemes that can achieve 9(1) , Q{l/y/n), and 
9 ( l / ( n log n)) per-node capacity, when the delay constraint is on the order of 
9 (n ) , @{y/n), and 9( logn) , respectively. 

Inequality (2.1) leads to the pessimistic conclusion that a mobile wireless 
network can sustain at most 0 ( l / n ) per-node capacity with a constant delay 
bound. This capacity is even worse than that of static networks. It turns out 
that this pessimistic conclusion is due to certain restrictive assumptions that are 
implicit in the work in [3] (we will elaborate on these assumptions in Section 6). 
In fact, Toumpis and Goldsmith [4] present a scheme that can achieve a per-
node capacity of 9(n(^~^)/^/log^/^ n) when the delay is bounded by 0{n^). 
The result of [4] has incorporated the effect of fading. If we remove fading, 
the per-node capacity will be of the order Q{n^^~^y^/ log^/^ n). Ignoring the 
logarithmic term, we find that in [4] the following capacity-delay tradeoff is 
achievable: 

Â  ::= 9 ( - ) . (2.2) 
n 
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This is better than (2.1). In particular, the authors of [4] present a scheme 
that can achieve Q{l/{^/nlog^^'^ n)) per-node capacity with a constant delay 
bound. (The capacity will be Q{l/{y/nlogn)) with no fading.) This capacity 
is now comparable to that of the static wireless networks. 

An open question that still remains is: what is the optimal capacity-delay 
tradeoff in mobile wireless networksl Inequality (2.1) is clearly not optimal. 
The methodology of [4] is constructive in nature. Hence, inequality (2.2) is 
only a lower bound. The search for the optimal capacity-delay tradeoff is 
important for two reasons. First, it will allow us to see where the fundamental 
Umits (i.e., upper bounds) are, and how far existing schemes could possibly be 
improved. Secondly, as has happened in previous works [1, 3], a careful study 
of the upper bound is usually able to reveal the delicate tradeoffs inherent to 
the problem. A complete understanding of these tradeoffs will help us identify 
the possible points of inefficiency in existing schemes and provide directions 
for further improvement. The ultimate goal is to find a scheme that can achieve 
the optimal capacity-delay tradeoff. 

This paper accomplishes these two goals. Under the i.i.d. mobility model 
studied in [3], we will first establish an upper bound on the optimal capacity-
delay tradeoff in mobile wireless networks. We will show that, if the per-bit-
averaged mean delay is bounded by D, then the per-node capacity A is upper 
bounded by 

Â  < 0 ( — l o g ^ n ) . (2.3) 
n 

In Fig. 2.1, we draw this upper bound alongside the capacity-delay tradeoffs 
achieved by the schemes in [3] and [4]. The top line corresponds to our upper 
bound (achievable by the scheme outlined in Section 5 up to a logarithmic 
factor), the middle (dashed) line is achieved by the scheme in [4], and the 
bottom (dash-dotted) line is achieved by the scheme in [3]. There is obviously 
a gap between the upper bound and what can be achieved by existing schemes. 

Further, in the process of proving the upper bound, we are able to identify 
the optimal choices for several key parameters of the scheduling policy. We 
then develop a new scheme that achieves the upper bound on the capacity-
delay tradeoff up to a logarithmic factor, which suggests that our upper bound 
is fairly tight. Our new scheme achieves a larger per-node capacity than the 
ones in [3] and [4]. In particular, our scheme can achieve 6(n~^/'^/log n) per-
node capacity with constant delay. Unlike previous works, this result shows 
that, even for a constant delay bound, the per-node capacity of mobile wireless 
networks can be larger than that of the static networks! Finally, the insight 
drawn from the upper bound allows us to identify the limiting factors of the 
schemes in [3] and [4]. 
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Capacity 
0(1) 

0{^) 
0{l) 0{n^) 0{n) Delay 

Figure 2.1. The achievable capacity-delay tradeoffs of existing schemes compared with the 
upper bound (ignoring the logarithmic terms). 

The rest of the paper is organized as follows. In Section 2, we outline the 
network and mobility model. In Section 3, we prove several key properties that 
capture various tradeoffs inherent in mobile wireless networks. We establish 
the upper bound on the optimal capacity-delay tradeoff in Section 4 and present 
a scheme in Section 5 that achieves a capacity-delay tradeoff close to the upper 
bound. In Section 6, we discuss the existing schemes described in [3] and [4]. 
Then we conclude. 

2. Network and Mobility Model 
We consider a mobile wireless network with n nodes moving within a unit 

square^. We assume that time is divided into slots of unit length. We assume the 
following i.i.d. mobility model proposed in [3]. At each time slot, the positions 
of each node are i,i.d. and uniformly distributed within the unit square. Be­
tween time slots, the distributions of the positions of the nodes are independent. 
Although the assumption on an lid. mobility model is somewhat restrictive, its 
mathematical tractability allows us to gain important insights into the structure 
of the problem. We will comment on some extensions to the lid. mobility 
model in the conclusion. 

For simplicity, we assume the following traffic model similar to the models 
in [3, 4]. We assume that the number of nodes n is even and the nodes can be 
labeled in such a way that node 2i-l communicates with node 2i, and node 2i 
communicates with node 2i-1,2 = 1,2,..., n/2. The communication between 
any source-destination pairs can go through multiple other nodes as relays. That 
is, the source can either send a message directly to the destination', or, it can send 
the message to one or more relay nodes; the relay nodes can further forward 
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the message to other relay nodes (possibly after moving to another position); 
and finally some relay node forwards the message to the destination. 

We assume the following Protocol Model from [1] that governs direct radio 
transmissions between nodes. Let W be the bandwidth of the system. Let Xi 
denote the position of node i, i = 1, .,.,n. Let \Xi — Xj\ be the Euclidean 
distance between nodes i and j . At each time slot, node i can communicate 
directly with another node j at W bits per second if and only if the following 
interference constraint is satisfied [1]: 

for every other node k ^ i^j that is simultaneously transmitting. Here, A is 
some positive number. Note that an alternative model for direct radio trans­
mission is the Physical Model [1,4]. In the Physical Model, a node can com­
municate with another node if the signal-to-interference ratio is above a given 
threshold. It has been shown that, under certain conditions, the Physical Model 
can be reduced to the Protocol Model with an appropriate choice of A [1]. 
Hence, we will not consider the Physical Model any further in this paper. We 
also assume that no nodes can transmit and receive over the same frequency 
at the same time. We further assume the following separation of time scale, 
i.e., radio transmission can be scheduled at a time scale much faster than that 
of node mobility. This is usually a reasonable assumption in real networks. 
Hence, a message may be divided into multiple bits and each bit can be for­
warded multiple hops separately within a single time slot. 

We assume a uniform traffic pattern, that is, all source nodes communicate 
with their destination nodes at the same rate A. let 5 be the mean delay av­
eraged over all messages and all source-destination pairs. Both A and D will 
depend on how the transmissions between mobile nodes are scheduled. We 
are interested in capturing the fundamental tradeoff between the achievable ca­
pacity A and the delay D. That is, over all possible ways of scheduling the 
radio transmissions, what is the maximum per-node capacity A given certain 
constraint on the delay D. 

3. Properties of the Scheduling Policies 
In this section, we will prove several key results that capture the various 

tradeoffs inherent in mobile wireless networks. We will first define the class 
of scheduling policies that we will consider. Because we are interested in the 
fundamental achievable capacity for a given delay, we will assume that there 
exists a scheduler that has all the information about the current and past status of 
the network, and can schedule any radio transmission in the current and future 
time slots. At each time slot t, for each bit h that has not been delivered to its 
destination yet, the scheduler needs to perform the following two functions: 
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• Capture: The scheduler needs to decide whether to deHver the bit b to the 
destination within the current time slot. If yes, the scheduler then needs 
to choose one relay node (possibly the source) that has a copy of the bit 
b at the beginning of the time slot t, and schedule radio transmissions to 
forward this bit to the destination within the same time slot, using possibly 
multi-hop transmissions. When this happens successfully, we say that 
the chosen relay node has successfully captured the destination of bit b. 
It is important to forward the bit to the destination within a single time 
slot. Otherwise, since the chosen relay node may move far away from 
the destination in the next time slot, the nodes that received the bit b in 
the current time slot will only count as new relay nodes for the bit 6, and 
they have to capture again in the next time slot. 

• Duplication: If capture does not occur for bit fc, the scheduler needs to 
decide whether to duplicate bit b to other nodes that do not have the bit at 
the beginning of the time slot t. The scheduler also needs to decide which 
nodes to relay from and relay to, and how to schedule radio transmissions 
to forward the bit to these new relay nodes. 

In this paper, we will consider the class of causal scheduling policies that 
perform the above two functions at each time slot. The causality assumption 
essentially requires that, when the scheduler makes the capture decision and 
the duplication decision, it can only use information about the current and the 
past status of the network. In particular, at any time slot t, the scheduler cannot 
use information about iht future positions of the nodes at any time slot s > t. 

This class of scheduling policies is clearly very general, and encompasses 
nearly any practical scheduling scheme we can think of. (Note that even pre­
dictive scheduling schemes have to rely on current and past information only.) 
Some remarks on the capture process is in order. Although we do allow for other 
less intuitive alternatives, in a typical scheduling policy a successful capture 
usually occurs when some relay nodes are within an area close to the destina­
tion node, so that fewer resources will be needed to forward the information 
to the destination. For example, a relay node could enter a disk of a certain 
radius around the destination, or a relay node could enter the same cell as the 
destination. We call such an area a capture neighborhood. The relay nodes that 
has the bit b at the beginning of the time slot t are called mobile relays for bit b. 
The mobile relay that is chosen to forward the bit b to the destination is called 
the last mobile relay for bit b. 

The following examples are illustrative of the possible scheduHng policies 
within this broad class. The schemes in previous works [3, 4] are all special 
cases or variants of these examples. 

Example A: The number of mobile relays R is fixed and the capture neigh­
borhood is chosen to be a disk with a fixed radius p around the destination. 
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Once a bit b enters the system, it is immediately broadcast to the nearest R-1 
neighboring nodes. When any of the R mobile relays (including the source 
node) move within distance p from the destination, the bit b is then forwarded 
from the nearest mobile relay to the destination. 

Example B: The unit area is divided into a number of cells. Once a bit b 
enters the system, it is immediately broadcast to all other nodes in the same 
cell. The number of mobile relays for the bit b then stay unchanged. Note that 
the actual number of mobile relays depends on the number of nodes that reside 
in the same cell as the source (at the time slot when the bit b enters the system), 
and is thus a random variable. When one of the mobile relays moves into the 
same cell as the destination, the bit b is then forwarded from the nearest mobile 
relay to the destination. 

Example C: In the above two schemes, no duplication for bit b is carried out 
except at the first time slot when the bit enters the system. A more sophisticated 
strategy is to use an "opportunistic duplication scheme" such as the example 
below. The unit area is divided into a number of cells. After a bit b enters the 
system, at each time slot t, if one of the mobile relays moves into the same cell 
as the destination, bit b is then forwarded from the nearest mobile relay to the 
destination. Otherwise, the source node (or, alternatively, the current mobile 
relays) broadcasts the bit to all other nodes that reside at the same cell. Hence, 
duplication may occur at each time slot until bit b is delivered to its destination. 

In the sequel, we will prove several key inequalities that capture the various 
tradeoffs inherent in this broad class of scheduling policies. Intuitively, the 
larger the number of mobile relays and the larger the capture neighborhood, the 
smaller the delay. On the other hand, in order to improve capacity, we need 
to consume fewer radio resources, which implies a smaller number of mobile 
relays and a shorter distance from the last mobile relay to the destination. As 
we will see later, these tradeoffs will determine the fundamental relationship 
between achievable capacity and delay in mobile wireless networks. 

3.1 Notations 
Let (fi, T, P) be the probability space on which the random mobihty of the 

mobile nodes is defined. Let X{i^t) be the random variable that denotes the 
position of node i at time slot t. Let b denote a bit that needs to be communicated 
from a source node S{b) to destination node D{b). Let to{b) be the time slot 
when bit b first enters the system. Let /^(i, t) be an indicator function, where 
Ib{i^t) — 1 ifnodei has a copy ofbit 6 at the beginning of time slot t,/^(i,^) = 0 
otherwise. By definition, /t(S'(6),to(6)) = 1, and hii^t) = 0 for all i and 
t < to{b). Let J^t be the a-algebra generated by the random variables X(i, s) 
and Ib(i, s) for all s <t. Hence {Tt,t = 0,1,...} is a filtration [5, p231] and 
Tt captures all information about the "history" up to time slot t. 
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Fix any scheduling policy and fix a bit b that enters the system at time slot 
to(6). For any time slot t > to(6), let Ci){t) = 1 if the scheduler decides 
that a successful capture occurs at this time slot. Ct{t) = 0, otherwise. If 
Ci){t) = 1, the scheduler then picks one mobile relay that has a copy of the 
bit b at the beginning of the time slot to forward the bit towards the destination 
within the same time slot t, using possibly multi-hop transmissions. Let /^(t) 
be the distance from the chosen mobile relay to the destination of the bit b. Let 
li){t) =: oo if Ci)(t) = 0. Finally, let rt(t + 1) denote the number of mobile 
relays holding the bit 6 arr/z^^n<i ofthe time slot t, i.e.,rfe(t+l) is the cardinality 
of the set {i : 4 ( i , t + 1) — 1}. Since the random variables Ci){t), liy{t) and 
r^(t + 1) are all outcomes of the scheduling policy, the causality assumption 
implies that they are all ^^measurable^. 

Let 
Sb = min{t : t > to{b) and Cb{t) = 1} 

be the first time when a successful capture for bit b occurs. Thus s^ is a stopping 
time [5, p234] with respect to the filtration {Tt^ ^ = 0,1,. . .}. Let Rb ^ rt{sb) 
denote the number of mobile relays holding the bit b at the time of capture. Let 
Db = Sb — to{b) denote the number of time slots from the time bit b enters 
the system to the time of capture. Let lb = ki^b) denote the distance from the 
chosen last mobile relay node to the destination. The quantities Rb, Db, and 
lb are essential for the tradeoffs that follow. Note that Db includes possible 
queuing delay at the source node or at the relay nodes. 

3.2 Tradeoff I: Db versus Rb and lb 
PROPOSITION 2.1 Under the i.i.d. mobility model, the following inequality 
holds for any causal scheduling policy when n > 3, 

where ci is a positive constant. 

The proof is available in Appendix 2.A. This new result is one of the cor­
nerstones for deriving the optimal capacity-delay tradeoff in mobile wireless 
networks. It captures the following tradeoff: the smaller the number Rb of 
mobile relays the bit b is duplicated to, and the shorter the targeted distance 
lb from the last mobile relay to the destination, the longer it takes to capture 
the destination. This seemingly odd relationship is actually motivated by some 
simple examples. Consider Example A at the beginning of Section 3. When Rb 
and the area of the capture neighborhood Ab are constants, then 1 — (1 - Ab)^^ 
is the probability that any one out of the Rb nodes can capture the destination in 
one time slot. It is easy to show that, the average number of time slots needed 
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before a successful capture occurs, is, 

^^^'^ ^ 1 - (1 - M)n. ^ I ^ -

If, as in Example B, R^ and possibly A^ are random h\xi fixed after the first time 
slotto{b), then 

By Holder's Inequality [5, pl5], 

AtRb 

Hence, 

E[D,] > E [ - l - ] > E 2 r 

> 

AbRb' - '^bE[Rb 
1 

E2[V^]E[ß,] ' 

where in the last step we have applied Jensen's Inequality [5, pi4]. Note that 
on average lb is on the order of \Mb. Hence, 

where c^ is a positive constant. It may appear that, when an "opportunistic 
duplication scheme" such as the one in Example C is employed, such a scheme 
might achieve a better tradeoff than (2.5) by starting off with fewer mobile relays 
and a smaller capture neighborhood, if the node positions at the early time slots 
after the bit's arrival turns out to be favorable. However, Proposition 2.1 shows 
that no scheduling policy can improve the tradeoff by more than a log n factor. 
For details, please refer to Appendix 2. A. 

3.3 Tradeoff II: Multihop 
Once a successful capture occurs, the chosen mobile relay (i.e., the last 

mobile relay) will start transmitting the bit to the destination within a single 
time slot, using possibly other nodes as relays. We will refer to these latter 
relay nodes as static relays. The static relays are only used for forwarding the 
bit to the destination afier a successful capture occurs. Let h^ be the number 
of hops it takes from the last mobile relay to the destination. Let Sj^ denote 
the transmission range of each hop /i = 1,.., /15. The following relationship is 
trivial. 
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PROPOSITION 2.2 The sum of the transmission ranges of the hi, hops must 
be no smaller than the straight-line distance from the last mobile relay to the 
destination, i.e., 

J2^b>lb^ (2.6) 
h=l 

3.4 Tradeoff III: Radio Resources 
It consumes radio resources to duplicate each bit to mobile relays and to 

forward the bit to the destination. Proposition 2.3 below captures the follow­
ing tradeoff: the larger the number of mobile relays i?^ and the further the 
multi-hop transmissions towards the destination have to traverse, the smaller 
the achievable capacity. Consider a large enough time interval T. The total 
number of bits communicated end-to-end between all source-destination pairs 
is XnT. 

PROPOSITION 2.3 Assume that there exist positive numbers C2 and NQ such 
that Dt < 0271^ for n > NQ. If the positions of the nodes within a time slot are 
i.i.d. and uniformly distributed within the unit square, then there exist positive 
numbers Ni and c^ that only depend on C2, Â o <^^d A, such that the following 
inequality holds for any causal scheduling policy when n > Ni, 

XnT A 2 TT» r D 1 1 ' ^^-^ ^b A 2 

E T ^ ^ + ^ E E ^(^^^)^l ^ ŝH^Tlogn. (2.7) 
6=1 6=1 h=l 

The assumption that Db < C2n? for large n is not as restrictive as it appears. It 
has been shown in [3] that the maximal achievable per-node capacity is G (1) and 
this capacity can be achieved with 6 (n) delay. Hence, we are most interested 
in the case when the delay is not much larger than the order 0{n). Further, 
Proposition 2.3 only requires that the stationary distribution of the positions of 
the nodes within a time slot is i.i.d. It does not require the distribution between 
time slots to be independent. 

We briefly outline the motivation behind the inequahty (2.7). The details of 
the proof are quite technical and available in Appendix 2.B. Consider nodes i, 
j that directly transmit to nodes k and /, respectively, at the same time. Then, 
according to the interference constraint: 

\Xj-X,\ > (1 + A ) | X , - X , ] 

\Xi-Xi\ > {l + A)\Xj-Xi]. 
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Hence, 

\Xj - ^i\ > \Xj - Xk\ - \Xi - Xk\ 

> A | X , - X , | . 

Similarly, 

Therefore, 

\Xi-Xj\>A\Xj-Xi\ 

\Xi-Xj\>~{\Xi-Xk\ + \Xj-Xi\). 

That is, disks of radius y times the transmission range centered at the transmit­
ter are disjoint from each other" .̂ This property can be generalized to broadcast 
as well. We only need to define the transmission range of a broadcast as the 
distance from the transmitter to the furthest node that can successfully receive 
the bit. The above property motivates us to measure the radio resources each 
transmission consumes by the areas of these disjoint disks [1]. For unicast 
transmissions from the last mobile relay to the destination, the area consumed 
by each hop is ^^ (5 ' ^ )^ . For duplication to other nodes, broadcast is more 
beneficial since it consumes fewer resources. Assume that each transmitter 
chooses the transmission range of the broadcast independently of the positions 
of its neighboring nodes. If the transmission range is 5, then on average no 
greater than nns'^ nodes can receive the broadcast, and a disk of radius ^s 
(i.e., area ^ ^ s ^ ) centered at the transmitter will be disjoint from other disks. 

Therefore, we can use ^ — ^ ^ ~ ~ ^^ ^ lower bound on the expected area con­
sumed by duplicating the bit to i?^ - 1 mobile relays (excluding the source 
node). This lower bound will hold even if the duplication process is carried 
out over multiple time slots, because the average number of new mobile relays 
each broadcast can cover is at most proportional to the area consumed by the 
broadcast. Therefore, inspired by [1], the amount of radio resources consumed 
must satisfy 

b=l ^ "" 6=1/1=1 ^ 

where C3 is a positive constant. 

However, ^—^ ^'~ may fail to be a lower bound on the expected area 
consumed by duplicating to i?^ - 1 mobile relays if the following opportunistic 
broadcast scheme is used. The source may choose to broadcast only when 
there are a larger number of nodes close by. If the source can afford to wait for 
these "good opportunities", an opportunistic broadcast scheme may consume 
less radio resources than a non-opportunistic scheme to duplicate the bit to the 
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same number of mobile relays. Nonetheless, Proposition 2.3 shows that no 
scheduling policies can improve the tradeoff by more than a log n factor. For 
details, please refer to Appendix 2.B. 

3.5 Tradeoff IV : Half Duplex 
Finally, since we assume that no node can transmit and receive over the 

same frequency at the same time (a practically necessary assumption for most 
wireless devices), the following property can be shown as in [1]. 

PROPOSITION 2.4 The following inequality holds, 

EEl^^- (2.9) 
b=l h=l 

4. The Upper Bound on the Capacity-Delay Tradeoff 
Our first main result is to derive, from the above four tradeoffs, the upper 

bound on the optimal capacity-delay tradeoff of mobile wireless networks under 
the i.i.d. mobility model. Since the maximal achievable per-node capacity is 
6(1) and this capacity can be achieved with 6 (n) delay by the scheme of [3], 
we are only interested in the case when the mean delay is o{n). 

PROPOSITION 2,5 Let D be the mean delay averaged over all bits and all 
source-destination pairs, and let A be the throughput of each source-destination 
pair, IfD = O(n^), 0 <d<l, the following upper bound holds for any causal 
scheduling policy, 

A ^ < 0 ( - l o g ^ n ) . 
n 

Proof: Using the Cauchy-Schwartz inequality, we have 

/XnT hi) \ /XnT h}j \ /XnT h^, XnT H \ /\nT H \ /\nT H 

EE^M s EEM EE(* 
6=1 h=\ / \6=1 /i=l / \6=1 h=.\ 

< ^Y^h^if^ (2-10) 
6=1 /i=l 

where in the last step we have used Tradeoff IV (2.9). Equality holds in (2.10) 
when inequaUty (2.9) is tight and when S^ is equal for all h and h. We thus 
have, 

XnT ht ^ (XnT H \ ^ 

EiEB^^i a ^rAT.Y.'^i] i 
6=1 /i=l \6=1 ^=1 / 
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> 

> 

WTn 

XnT hi 

\ 2 /XnT 

WTn EE[y . 

(2.11) 

(2.12) 
\6=1 

where in the last two steps we have used Jensen's Inequality and the Tradeoff II 
XnT hi) 

(2.6), respectively. Inequality (2.11) is tight when Yl Yl ^h '^^ almost surely 
6=1 / i=l 

a constant, and (2.12) is tight when (2.6) is tight. 
From Tradeoff I (2.4), we have 

XnT XnT 

Emi>Er^ 1 

6=1 ^ c i l o g n ( E [ y + ^)2E[D5] ' 
(2.13) 

Let 
XnT XnT 

E nDh] E noh 
D = 6=1 6=1 

XnT 

E l 
6=1 

XnT 

Using Jensen's InequaHty and Holder's Inequality, we have. 

1 
/ XnT 

' ECEN+^j) 
6=1 " 

- ^ < 

v 

< 

XnT 

E 1 
6=1 

XnT 
6: 

V 
XnT 

E l 
6=1 

XnT 

g (E[y + Ĵ )2E[D,] g [̂̂ ]̂ 
AnT 

E l 
6=1 

AnT 

E l 
6=1 

(2.14) 

Equality holds when E[li)] is the same for all b and E[Db] == D for all b. 
Substituting (2.14) in (2.13), we have 

AnT 

T.^m > 1 

/AnT \ ^ 

(s 0 
6=1 

Ci log n _ /AnT \ ^ * 

D E (E[y + ;^) 
\6=1 

(2.15) 
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Substituting (2.12) and (2.15) into Tradeoff III (2.7), we have 

6=1 6=1 h=l 

> 1 (XnT)' 
cinlogn _ /XnT ^ ^ 

\6=1 

WTn . 
\6=1 / 

There are two cases that we need to consider. 
XnT 

Case 1: If Y. ^[h] < ^ , then 
6=1 

Ac^WTlogn ^ 1 {XnTf ^^ 
A2 - C i n l o g n 5 / ' 2 A T \ 2 

1 ATn^" ^^ 
4ci log n D 

When D = 0{n^)^ d < 1, the first term dominates when n is large. Hence, for 
n large enough, 

4c3W^riogn 1 ATn^ 
Ä2 - Scilogn D 

X < ^ ^ £ i j ! ^ £ ] ^ . (2.16) 
A^ n^ 

AnT 
Case 2: If fl Hk] > ^ , then 

6=1 

4c3WTlogn 1 {XnTf 
/S? Cinlogn _ / AnT ^ ^ 

5 2 E E [ y 
V 6=1 

\ 2 

+ vi^(EE[WJ -AT (2.17, 

> J - ^ ^ ( ^ - A T ,2.8, 
y ci log n WTn^ AD 
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Therefore, either 

A < 0{^^^), (2.20) 
n 

or, if A = cj( ^^^^), then the first term in (2.19) dominates when n is large. In 
the latter case, for n large enough, 

Ac2WT\ogn / TT A^nT^ 

A2 - Y 2cilogn DW 

y < - ^ ^ . (2.21) 

Finally, we compare the three inequaUties we have obtained, i.e., (2.16), 
(2.20) and (2.21). Since D = o{n'^),d < 1, inequality (2.21) will eventually 
be the loosest for large n. Hence, the optimal capacity-delay tradeoff is upper 
bounded by 

Â  < 0 ( - l o g ^ n ) . 
n 

Q.E.D. 

5. An Achievable Lower Bound on the Capacity-Delay 
Tradeoff 

The capacity-delay tradeoff in Proposition 2.5 is better than those reported in 
[3] and [4]. Assuming that the delay bound is 6(n^), 0 < d < 1, the achievable 
per-node capacity is 0(n~(^~^)) by the scheme in [3], and 0(n~(^~^)/^) by 
the scheme in [4]. Our upper bound, however, implies a per-node capacity of 
0(n~(^~^)/^) (we have ignored all log n factors). Since d < 1, there is clearly 
room to substantially improve existing schemes (see Fig. 2.1). 

In this section, we will show how the study of the upper bound also helps us 
to develop a new scheme that can achieve a capacity-delay tradeoff that is close 
to the upper bound. Precisely, we met several inequalities (2.10)-(2.18) during 
the derivation of the upper bound. By studying the conditions under which 
these inequalities are tight, we will be able to identify the optimal choices of 
various key parameters of the scheduling policy. In the end, the knowledge of 
the optimal choices of the parameters will help us develop a new scheme that 
is superior to existing ones. 
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5,1 Choosing the Optimal Values of the Key Parameters 
Assume that the mean delay is bounded by n^^ d < 1. By Proposition 2.5, 

we have, 

A < e ( { / - l o g ^ n ) = e ( n ^ logn). 
V n 

In order to achieve the maximum capacity on the right hand side, all in­
equalities (2.10)-(2.18) should hold with equality. By checking the condi­
tions when (2.10)-(2.14) are tight, we can infer that the parameters (such as 
5^, Ef/fo], E[L)5]) of each bit b should be about the same and should concen­
trate on their respective average values. This implies that the scheduling policy 
should use the same parameters for all bits. From now on, we will assume that 
all key parameters (such as Rt, k, etc.) are indeed the same for all bits. 

The inequality (2.18) is essential for deriving the optimal values of these 
parameters. Note that equality holds in (2.18) if and only if 

4cinlogn - >^nT WTn^^ ^^^^ ' 

6=1 

XnT 

Substituting ^ Ef/^] = XnTlt, we can solve for It, 
b=l 

1 ><nT _ 27r 2/2 

4cinlogn 5/2 " WTn^ ' ^ 

1 W 
STTCI DXn log n 

/4 

Substituting A = 6(n^^ ^ /̂̂  logn) and D — n^, we obtain the optimal value 
of lb, 

/^ = B ( n 6 log 2 n) 

A reasonable choice for the area of capture neighborhood, A^, is then. 

At - /̂  = e ( n - ^ / l o g n ) . 

By setting (2.9) of Tradeoff IV to equality, we have 

XnTht = — — 

W 1^ 
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Table 2.1. The order of the optimal values of the parameters when the mean delay is bounded 
byn^. 

jRfe: # of Duplicates 
lb'. Distance to Destination 
hb'. # of Hops 

Sb : Transmission Range of Each Hop 

e(„(i-'i)/3) 
0(„- ( l+2d) /6 / i^gl /2^) 

e(n(i-'"/Vlogn) 

0(7^) 

By setting (2.6) of Tradeoff II to equality, we have 

s^ hb e( logn 

n 
Finally, by setting (2.4) of Tradeoff I to equality, we have 

1 1 
Rh e( ci logn/?D' e(n 3 

The optimal values of these parameters are summarized in Table 2.1. 
Several remarks are in order. Since it is sufficient to control all parameters 

around these optimal values, simple cell-based schemes such as the one in 
Example B of Section 3 suffice. Secondly, the optimal values for i?^ and k can 
provide guidelines on how to choose the cell partitioning. Thirdly, the optimal 
value for Sj^ is roughly the average distance between neighboring nodes when 
n nodes are uniformly distributed in a unit square. Hence, it is desirable to 
use multi-hop transmission over neighboring nodes to forward the information 
from the last mobile relay to the destination. These guidelines have sketched 
a blueprint of the optimal scheduling scheme for us. We next present schemes 
that can achieve capacity-delay tradeoffs that are close to the upper bound up 
to a logarithmic factor. 

5.2 Achievable Capacity with 0(1) Delay 
We first focus on the case when the mean delay is bounded by a constant, i.e., 

the exponent d = 0. By Proposition 2.5, the per-node throughput is bounded by 
Qf^^-i/3 logn). We now present a scheme that can achieve Q{n~^/^/logn) 
capacity with 0(1) delay for large n. This is an encouraging result for mobile 
networks because we know that the per-node capacity of static networks is 
0(l/>/nlogn) [1]. Hence, mobility increases the capacity even with constant 
delay. 

We will need the following Lemma before stating the main scheduling 
scheme. We will repeatedly use the following type of cell-partitioning. Let 
m be a positive integer. Divide the unit square into mxm cells (in m rows and 
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(2 A + 6 ) / m 

2 / m (2A + 3 ) / m 

1/m Ä 

• Ä ^ 

Figure 2.2. Cells that are [2A + 6J /m apart (i.e., the shaded cells in the figure) can be active 
together. 

m columns, see Fig. 2.2). Each cell is a square of area 1/m^. As in [4], we call 
two cells neighbors if they share a common boundary, and we call two nodes 
neighbors if they lie in the same or neighboring cells. We say that a group of 
cells can be active at the same time when one node in each cell can success­
fully transmit to or receive from a neighboring node, subject to the interference 
from other cells that are active at the same time. Let [x\ be the largest integer 
smaller than or equal to x. The proof of the following Lemma is available in 
Appendix 2.C. 

LEMMA 2.6 There exists a scheduling policy such that each cell can be active 
for at least I/C4 amount of time, where C4 is a constant independent ofm. 

The capacity achieving scheme is as follows. 
Capacity Achieving Scheme: 
1) At each odd time slot, we schedule transmissions from the sources to the 

relays. We divide the unit square into gi (n) — [ f ĝ  j J ̂  cells. Each cell is 

a square of area l/gi (n). We refer to each cell in the odd time slot as a sending 
cell. By Lemma 2.6, each cell can be active for ^ amount of time. When a 

•̂  ' C4 

cell is scheduled to be active, each node in the cell broadcasts a new message 
to all other nodes in the same cell for 7̂̂ —X̂ , amount of time (Fig. 2.3). 
These other nodes then serve as mobile relays for the message. The nodes 
within the same sending cell coordinate themselves to broadcast sequentially. 
If any sending cell has more than 32n^/^ log n nodes, we refer to it as a Type-I 
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Sou] 

' 1 / ^ 
g_l(n) rows 

Relay • 

yg_l(n) columns 

move 

^ 

Figure 2.3. Transmission schedule in the odd time slot. 9^(n)=l{^y^f^ 

error [4]. Unless a Type-I error occurs, each source can broadcast a message 
of length ——Y7T] t^ 1̂1 other nodes in the same sending cell. 

oZC/^Ti I t og 71 

2) At each even time slot, we schedule transmissions from the mobile relays 
to the destination nodes. Note that the positions of the mobile relays have 
changed and are now independent of their positions in the previous time slot. 
We divide the unit square into g2{n) = [(n^/^) ^ J^ cells. Each cell is a square 
of area l/g2{n). We refer to each cell in the even time slot as the receiving cell. 
For any receiving cell i = 1, ...,^2(^) and any sending cell j = 1, . . . ,^i(n), 
pick a node Yij that is in the receiving cell i in the current time slot and that 
was in the sending cell j in the previous time slot. We refer to this node 
Yij as the designated mobile relay in receiving cell i and/or sending cell j . 
If there is no such node Yij for any i or j , we refer to it as a Type-II error. 
There may be multiple nodes that can serve as the designated mobile relay for 
some ij. In this case we only pick one. Unless a Type-II error occurs, each 
receiving cell will contain one designated mobile relay from every sending cell. 
Therefore, each destination node can now find a designated mobile relay that 
holds the message intended for the destination node and that resides in the same 
receiving cell (see Fig. 2.4). We then schedule multi-hop transmissions in the 
following fashion to forward each message from the designated mobile relay to 
its destination in the same receiving cell. We further divide each receiving cell i 

into gsin) =- [ ( f l ^ ) ^J^ mini-cells (in y/gs{n) vows and v^^3(n) columns, 

see Fig. 2.5). Each mini-cell is a square of area 1/(^2 {^)93 (^)) • By Lemma 2.6, 
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yg_2(n) columns 

'̂ g_2(n) rows 
moved 

Designated 
Mobile Rday 

O 

Static Relay 

Destination 

Figure 2.4. Transmission schedule in the even time slot •fl2(n)=L(«^/^)V 

there exists a scheduling scheme where each mini-cell can be active for — 
amount of time. When each mini-cell is active, it forwards a message (or a part 
of a message) to one other node in the neighboring mini-cell. If the destination 
of the message is in the neighboring cell, the message is forwarded directly to 
the destination node. The messages from each designated mobile relay are first 
forwarded towards neighboring cells along the X-axis, then to their destination 
nodes along the Y-axis (see Fig. 2.5). In this fashion, a successful schedule will 
allow each destination node to receive a message of length w ^—1731 from 
its respective designated mobile relay residing in the same receiving cell. For 
details on constructing such a schedule, see Appendix 2.D. If no such schedule 
exists, we refer to it as a Type-Ill error. At the end of each even time slot, if 
there are any packets that cannot be delivered to the destination nodes due to 
Type-II or Type-Ill errors, they are dropped. 

We can show that, as n -^ oo, the probabilities of errors of all types will 
go to zero. The following proposition thus holds. The proof is available in 
Appendix 2.D. 

PROPOSITION 2.7 With probability approaching one, as \ 
scheme allows each source to send a message of length 
respective destination node within two time slots. 

oo, the above 
^ to its 32c4n^/^ logn 

Remark: Our scheme uses different cell-partitioning in the odd time slots 
than that in the even time slots. Note that in previous works [3, 4], the cell 
structure remains the same over all time slots. Our judicious choice of the cell-
structures is the key to our tighter lower bound for the capacity. In particular. 
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Figure 2.5. Multi-hop transmissions within a receiving cell. 

the size of the sending cell is chosen such that the average number of nodes 
in each cell, n/gi{n) — 9(n^/^ logn), is close to the optimal value of Rb in 
Section 5.1 (with d = 0). The size of the receiving cell is chosen such that its 
area, 1/^2(^) = 0(n^/^), is close to the optimal value of l^. Finally, the size 
of the mini-cell is chosen such that each hop to the neighboring cell is of length 
1 /A/^2(^)Ö '3(^) — 6(>/ logn/n) , which is close to the optimal value of Sj^. 

5.3 The Effect of Queuing 
When we defined the delay D^ of each bit b in Section 3, it includes the 

possible queuing delay at the source node and at the relay nodes. The upper 
bound on the capacity-delay tradeoff (Proposition^ 2.5) thus holds regardless 
of the queuing discipline used in the system, and D also includes the queuing 
delay. We now show how to analyze the queuing delay of the capacity-achieving 
scheme in Section 5.2. This scheme attempts to deliver one message of length 
——YTT-. for each source-destination pair every two time slots. Let pe be 
the probability that a message is successfully delivered to the destination at the 
end of the even time slot. (Note that pe is the same for all source-destination 
pairs due to symmetry, and by Proposition 2.7, pe -^ I SiS n -^ oo.) Assume 
that, if such delivery is unsuccessful, messages that have not been delivered 
to the destinations at the end of each even time slot are discarded and have to 
be retransmitted at the source nodes. Further, assume that packets of length 
——%r, arrive at each source according to certain stochastic process. Then 
32c4ni/"^ logn ^ ^ 
packets may get enqueued at the source nodes. If we observe the system at 
the end of each even time slot, the number of packets queued for each source-
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destination pair will evolve as that of a discrete-time queue with geometric 
service time distributions [6], and the queues for each source-destination pair 
can be studied independently. If we know the packet arrival process, we can 
then compute the queuing delay. For example, if the arrival process is Bernoulli, 
i.e., one new packet for each source-destination pair arrives at the source every 
two time slots with probability A, then using standard results for discrete time 
M/M/1 queues [6, p82], we can compute the queuing delay as, 

P e - A 

As n -^ oo, pe —̂  1- Hence, 

D ^ 2, as n ^> oo. 

On the other hand, if the arrival process is Poisson with rate A, then the num­
ber of packets arriving at a source-destination pair every two time slots is a 
Poisson random variable with mean 2A. Hence, using results for discrete time 
M^^ /M/1 queues [6, p89], we can compute the queuing delay as 

P ^ 2 - l - ^ 
P e - 2 A 

Assume 2A < 1 - 6, where 0 < e < 1. As n -^ oo, pe —̂  1- Hence, 

V —> 2 , as n —> oo. 
6 

Note that in both cases, the queuing delay is at most a constant multiple of 
2 (time slots) provided that e (i.e., the difference between the arrival rate and 
the capacity) is positive and bounded away from zero as n -^ cxo. Hence, the 
capacity-achieving scheme in Section 5.2 can sustain 6(n~^/^/ log n) through­
put (in bits per time slot) with 0(1) queuing delay. 

5.4 The Capacity Achieving Scheme for Arbitrary Delay 
Bound 

The above scheme can be generalized to arbitrary delay bounds. Let the 
mean delay be bounded by D = O(n^), 0 < G! < 1. We can group every 
[n^\ + 1 time slots into a super-frame. In each odd super-frame, we schedule 
transmissions from the sources to the relays. We divide the unit square into 
9(n(^"^^)/^/logn) sending cells of equal area. Within each sending cell, each 
source broadcasts a new message to all other nodes within the same cell for a 
duration of ^i^n-dysi^^^J every time slot. 

In each even super-frame, we schedule transmissions from the relays to the 
destination nodes. We divide the unit square into 6 (n(^+^^)/^) receiving cells of 
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equal area. In every time slot, some mobile relays will have messages intended 
for some other destination nodes in the same receiving cell. We then schedule 
multi-hop transmissions to deliver the messages from the mobile relays to the 
destination nodes in the same receiving cell. 

Using similar techniques as the one in [4] and the one in Appendix 2.D, 
we can show that, with probability approaching one as n -^ co, each source 
can send [n^J + 1 messages of length 6(n"'(-^~^)/^/log^n) to its destination 
within 2( \n^\ +1) time slots. The queuing delay can also be studied in a similar 
fashion as in Section 5.3. The details are omitted because of space constraints. 

6. The Limiting Factors in Existing Schemes 
In Section 5, we have shown that choosing the optimal values of the scheduling 

parameters is the key to achieve the optimal capacity-delay tradeoff. In this 
section, we will show that deviating from these optimal values will lead to 
suboptimal capacity-delay tradeoffs. In particular, we will identify the limit­
ing factors in the existing schemes in [3] and [4] by comparing the optimal 
values of scheduling parameters in Section 5.1 with those used by the existing 
schemes. Our model in Section 4 can be extended to study the upper bounds 
on the capacity-delay tradeoff when one imposes additional restrictive assump­
tions that correspond to these limiting factors. We will see that these new upper 
bounds are inferior to the capacity-delay tradeoff reported in Sections 4 and 5. 
The existing schemes of [3] and [4] in fact achieve capacity-delay tradeoffs that 
are close to the respective upper bounds. These results will give us new insights 
on which schemes to use under different conditions. 

6A The Limiting Factor in the Scheme of Neely and 
Modiano 

The scheme by Neely and Modiano [3] divides the unit square into n cells 
each of area 1/n. A mobile relay will forward messages to the destination 
only when they both reside in the same cell. Hence, the distance from the 
last mobile relay to the destination, Ẑ , is on average on the order of 0{l/^/n), 
regardless of the delay constraints. However, we have shown in Section 5.1 that 
the optimal choice for /̂  should be on the order of 0(n~(^"^^^)/^ Iog~^/^ n), 
when the mean delay is bounded by 0(n*^). The next Proposition shows that 
the restrictive choice of Ih is indeed the limiting factor of the scheme in [3]. The 
proof is available in Appendix 2.E 

PROPOSITION 2.8 Let D be the mean delay averaged over all bits and all 
source-destination pairs, and let A be the throughput of each source-destination 
pair If D = O(n^),0 < d < 1 andE[li)] == 0 ( l / i / n ) , then for any causal 
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scheduling policy, 

A < 0 ( - l o g 2 n ) . 
n 

Remark: The scheme of [3] achieves the above upper bound up to a logarithmic 
factor. 

6.2 The Limiting Factor in the Scheme of Toumpis and 
Goldsmith 

In the scheme by Toumpis and Goldsmith [4], a mobile relay will always 
use single-hop transmission to forward the messages directly to the destination. 
That is, the number of hops from the last mobile relay to the destination node, 
ht, is always 1. However, we have shown in Section 5.1 that the optimal value 
of ht, is 0(n(^~^)/"^/logn) when the mean delay is bounded by 6(n^) . The 
next Proposition shows that the restriction on /15 is indeed the limiting factor of 
the scheme in [4]. The proof is available in Appendix 2.F. 

PROPOSITION 2.9 Let D be the mean delay averaged over all bits and all 
source-destination pairs, and let A be the throughput of each source-destination 
pain IfD = O(n^),0 <d<landhb = 0(1), then for any causal scheduling 
policy, 

X^ <0(-log^n). 
n 

Remark: The scheme of [4] achieves the above upper bound up to a logarithmic 
factor. 

Propositions 2.5, 2.8 and 2.9 present three different upper bounds on the 
capacity-delay tradeoff of mobile wireless networks under different assump­
tions. Assume that the mean delay is bounded by n^, 0 < d < 1. When the 
capacity is the main concern. Proposition 2.5 shows that the per-node through­
put is at most 0(n~(^~^)/'^ logn). The capacity-achieving scheme reported 
in Section 5 can achieve close to this upper bound up to a logarithmic factor. 
However, this capacity-achieving scheme requires sophisticated coordination 
among the mobile nodes. Hence, it may not be suitable when simplicity is the 
main concern. On the other hand, the scheme of [3] only requires coordination 
among nodes that are within a cell of area 1/n. Note that the average number 
of nodes in such a cell is 0(1). Proposition 2.8 then shows that, when coordi­
nation among a large number of nodes is prohibited, the scheme of [3] is close 
to optimal. Similarly, the scheme of [4] only requires single-hop transmissions 
from the mobile relays to the destinations. Proposition 2.9 shows that, when 
multi-hop transmissions are undesirable, the scheme of [4] is close to optimal. 
Therefore, the results reported in this paper present a relatively complete picture 
of the achievable capacity-delay tradeoffs under different conditions. 
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An interesting open problem for future work is to investigate whether these 
insights apply to the capacity-delay tradeoff under mobility models other than 
the i.Ld, model. For example, [7] and [8] have studied the capacity-delay 
tradeoff under the Brownian Motion mobility model. In these works, the authors 
also have implicit restrictions on the scheduling policy. In particular, the scheme 
in [7] uses at most one mobile relay at any time (i.e., R^ = 1), and the scheme in 
[8] schedules a transmission from the mobile relay to the destination only when 
they are at a distance of 0{l/y/n) away (i.e., l^ = 0{l/y/n)). As we have 
shown in this paper, under the i.Ld. mobility model, the optimal capacity-delay 
tradeoff can only be achieved when fi^, l^ and h^ all vary as functions of the 
delay exponent d. Putting restrictions on any one of these variables will lead to 
suboptimal capacity for a given delay constraint. For our future work, we plan 
to study whether these kind of restrictions will also limit the capacity-delay 
tradeoff obtained in existing works under other mobility models. 

7. Conclusion and Future Work 
In this paper, we have studied the fundamental capacity-delay tradeoff in 

mobile wireless networks under the i.i.d. mobility model. Our contributions are 
three-fold. We have established the upper bound on the optimal capacity-delay 
tradeoff over all causal scheduling policies. The upper bound not only provides 
the fundamental limits of capacity and delay, but also helps to identify the 
optimal values of the key scheduling parameters in order to achieve the optimal 
capacity-delay tradeoff. Our second contribution is to develop a new scheduHng 
scheme that can achieve a capacity-delay tradeoff that differs from the upper 
bound only by a logarithmic factor, which also implies that our upper bound is 
fairly tight. The capacity achievable by our new scheme is larger than that of 
the existing schemes in [3] and [4]. In particular, when the delay is bounded 
by a constant, our scheme achieves a per-node capacity of 6(n~^/^/logn). 
This demonstrates that, under the i.i.d. mobility model, mobility increases the 
capacity even with constant delays. Our third contribution is to use the insight 
drawn from the upper bound to identify the limiting factors in the existing 
schemes. These results present a relatively complete picture of the achievable 
capacity-delay tradeoffs under different considerations. 

In this paper, we have assumed an i.i.d. mobility model. For future work, we 
plan to study the optimal capacity-delay tradeoff for mobile wireless networks 
under other mobility models. Among the properties that we proved in Section 3, 
we expect that the Tradeoffs II to IV will be relatively invariant to the choice 
of mobility models, while Tradeoff I is likely to depend on a specific model. 
Hence, future work will concentrate on how to tailor Tradeoff I for other mobility 
models. Some immediate extensions to the i.i.d. mobility model are possible. 
For example, at each time slot, each node may independently choose to stay in 
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its old position with probability p, and to move to a new random position with 
probability 1 — p. This model may approximate scenarios where nodes move 
at a fast speed and then stay for a relatively long period of time. Tradeoff I will 
hold for this extension of the LLd mobility model, and hence our main results 
will hold as well. Other mobility models that we plan to investigate are, the 
Brownian motion mobihty model [7, 8], the random waypoint model [8,9], and 
the linear mobihty model [10], etc. 

Other aspects to consider are how the upper bound will be impacted by the 
use of diversity coding [11], effect of fading [4], and the use of information-
theoretic approaches [12, 13]. 

Appendix: (2.A) Proof of Proposition 2.1 
We will need the following lemma on the minimum distance from the mobile relays to the 

destination at any time slot. Fix a bit 6 that enters into the system at time slot to (b). At each time 
slot t > to{b), recall that rb{t) is the number of mobile relays holding the bit b at the beginning 
of the time slot. Among these rb{t) mobile relays, there is one mobile relay whose distance to 
the destination of bit b is the smallest. Let Lb{t) denote this minimum distance, and let 

It is easy to verify that 

Lb{t) = max{ —,1/6(^)1. 

lb{t)>Lb{t)>Lb{t)-~. 

L E M M A A . 1 Under the i.i.d. mobility model ifn > 3, then 

1 
E 

LUt)rb{t) 
\Tt-i < 87T log n for all t > to{b). 

Proof: Let I A be the indicator function on the set A. By the definition of Lb{t), we have, 

1 
E 

Lm 
\Tt-

1 T + E \Tt. 

Since the nodes move on a unit square, Lb{t) < \ / 2 . Hence, 

E ^ I { L , ( . ) > J , } l ^ t - l 

dPlUit) < ulJ't-i] - / : 

= ^P[Lbit) < u\J't-i]\'^ - f P[Lbit) < u\Tt~i]d^ 

= ^-n'P[Lb{t)<^\J^t-i] + l[ 
V2 

7P[Lb{t) < u\J't-i]du. 

file:///Tt-i
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Hence, 

1 

43 

E 
Ll{^) 

l ^ t - i 
1 r ^ 2 ~ 

= Ö + / - T P [ ^ ^ W < u\Tt-i]dn 

Let p6 be the distance from any one mobile node to the destination of the bit h. Then, due to the 
i.i.d. mobility model, we have, 

P[pb < u\Tt-i] < i^u 

and, 

Therefore, 

V\U{t)<u\Tt-i\ < l - ( l - 7 r ^ ' 2\rb(t) 

E m) \Tt-i 
1 r ^ 
2 ^ y . • 

,V\U{t) < u\Tt-i]dv 

x/2 1 r^^ 2 
< 7: + / 7rrb{t)-du 

2 Ji u 

i + 2 7 r r 6 ( 0 ( l o g \ / 2 + 2Iogn) 

< 87Trb{t)\ogn, 

when n > 3. Finally, since rb(t) is ^t_i-measurable, we have 

E 
1 

LUt)n{t) 
\Tt. 

1 
-E 

1 

< 87rlogn. 
mt) 

\Tt-

Q.E.D. 

Proof of Proposition 2.1 : Let 

Vt = S7r\ogn[t-to{b)]- ^ 

s=fo(6) + l 
Ll{t)n{t) {Cb(t) = l } , 

Then for all t > to{b), Vt is also ^t-measurable and V̂ oĈ ) = 0- By Lemma A.l, we have 

ElVt-Vt-ilJ't-i] 

= STT log n - E 

> STT log n - E 

> 0. 

LlWnit) 

Ll{t)n{t) 

{Cb(t) = l } | ^ t - l 

\Tt. 

Hence, 

E[yt | j^ t- i i > Vt_i, 

file:///Tt-i


44 PERVASIVE COMPUTING AND NETWORKING 

i.e., Vt is a sub-martingale. Recall that Sb = min{t : t > to{b) and Cbit) = 1}. Since Sb is 
a stopping time, by appropriately invoking the Optional Stopping Theorem [5, p249. Theorem 
4.1], we have, 

E[Vs 

Hence, 

87rlognE[D6) > E 

Using Holder's Inequality [5, pi5] 
Ll{sb)R. 

we have. 

E'[-j--]<E[Rb]E[ ], 
Lb{sb) L^{Sb)Kb 

87rlognE[D6] > E^[ ^ 

Finally, by definition, 

therefore, 

Lb{sb)'E[Rb] 
1 

E^Lb{sb)]E[Rb]' 

lb = lb{sb) > Lb{sb) ^, 

87T\ognE[Db] > 
1 

{E[lb] + ^YE[Rb 
Q.E.D. 

Appendix: (2.B) Proof of Proposition 2,3 
The next Lemma will be used frequently in the proof of Propositions 2.3 and 2.7. Consider 

an experiment where we randomly throw n balls into m < n urns. The probability that each 
ball j enters urn ^ is ^ and is independent of the position of other balls. Thus, p < 1 is the 
success probability that the ball is thrown into any one of the urns. Let Bi,i — 1, ...m be the 
number of balls in urn i after n balls are thrown. It is obvious that E[Bi\ = ^ . The following 
Lemma shows that, when n is large, with high probability all Bi will concentrate on its mean. 

LEMMA BA AS 

1) If^=c, where c is a positive constant, then 

P{Bi > ^lognforanyi] =0{-). 

2) If^>c log n and c > 8, then 

PlBi > 2^ for any i] < -. 

3) If^> cxf". "^here c>Oanda>0, then 

P[Bi >2'^foranyi] = 0{-). 
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4) If^>c log n and c > 4, then 

P[Bi = Oforanyi] - O ( - ) . 

5) If^>c log n and c > 16, then 

P[Bi > 2^ for any i] < ^ . 

Proof: By known results on the characteristic function of Bernoulli random variables, we have, 
for any 6 > 0, 

< exp — (e*̂  — 1) for all urn i, 
L m J 

where in the last step we have used the inequality that 

(1 + x)^ < efora: > 0. 

Using the Markov Inequality [5, pi5], for any y > 0, 

Hence, by the union bound 

P[Bi > y for my i] < nexp\'^{e^ - 1) - ey 

To prove part 1, let ^ — c and y =: ^ log n, then 

P[Bi>y for any i] < nexp [— (e^ - 1) - Oy] 

= nexp c(e — 1) —öclogn 

Let e = 2/c, then 

P[Bi > y for any i] < n-^ exp [c(e^/'̂  - 1)1 

To prove part 2, let y = 2 ̂ , hence 

P[Bi > y for my i] < nexp [^ (e^ - 1) - 6>yl 
L 771 J 

i e x p [ ^ ( e ' ' - 1 - 2 0 ) 1 . (2.B.1) 
L 771 J 
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Let e = log 2, then 
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e^ -1-20 = -(21og2 - 1) = -0.386 < - - . 

Hence, when ^^ > c log n and c > 8, we have 

P{Bi > y for any i] < nexp —-logn 

< n4 = .̂ 
To prove part 3, substituting 0 = log 2 and ^ > cn°' into (2.B.1), we have, 

P[Bi > y for any i] < nexp l-j'^'^] < 0{-). 

To prove part 4, note that for any i, 

P[B, = 0] = \l-^T 

1 -

1 -

m 
4 logn 

4 logn 4 log -4 log n 

Since lima:-.o(l — x) '^ = 1/e, we have 

4 logn 4 logn \ 

< —p= for large n. 

Hence, for large n. 

Therefore, 

P[Bi =0] < 
We 

4 log n 

P[ßi = Oforanyi] < n^ = O(-) 
n^ n 

Part 5 can be shown analogously as Part 2. Q.E.D. 

Proof of Proposition 2.3 : At each time slot t, an opportunistic broadcast scheme has to 
determine how to duplicate each bit 6 to a larger number of mobile nodes. Some of the mobile 
nodes that already have the bit h have to be selected to transmit the bit h, and some of the other 
mobile nodes have to be selected to receive the bit. 

Let Vb{t^ i) be the distance from a node i that is chosen to transmit the bit h at time slot t, to 
the furthest node that is chosen to receive the bit (vh{t^ i) = 0 if node i is not chosen to transmit 
the bit or if the bit 6 has cleared the system). Let Uh{t^ i) be the number of mobile nodes that 
are chosen to receive the bit h from node i and that do not have the bit h prior to time slot t 
(ub(t^ i) =: 0 if Vb{t, i) = 0). Then Ub{t,i) is bounded from above by the number of nodes 
covered by a disk of radius Vb{t, i) centered at node i. It is easy to verify that 

Rb-i = j2J2'''^^^ 
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Fix a time slot t. We next bound the number of nodes that is covered by each disk of radius 

Vb (t,i) centered at node i. We divide the unit square into g4{n) = [( ^^^ j J^ cells (in 

y/g4(n) rows and y^4(n) columns). Each cell is a square of area l/g4{n). Let Bi be the 
number of nodes in cell i, i = 1,..., g4{n). Then E[jBi] = ? x. When n is large, we have 

16 log n < 
4(n) 

< 32 log n. 

Let A be the event that 
Bi < 

2n 
for alH = 1,..., p4 (n) 

g^{n) 

By part 5 of Lemma B.l, P[v4.̂ ] < 1/n^, Now consider each disk of radius Vh{t^ i). We need 

l 2 at most 

cells to completely cover the disk. Hence, if event A occurs, the number of nodes in the disk of 
radius Vh{t^ i) will be bounded from above by 

2 2n 

[2^6(i,i)\/^4(n)+2] 

Hence, if even 
m above by 

[2^6(^,0\/^4(n) + 2 

< 16n^2( .)^_16n 

< lQnvl(t,i) + bl2\ogn 

Note that the above relationship holds for all h and i. Let cy = IG/TT, and cg = 512. Since 
Uh{t^ i) is no greater than the number of nodes covered by the disk of radius Vh{t^ i), we have, 

94n) 

Ubit.i) 2/ .N logn ^ , . 
—^—- > cyTTf 5 (t, 1} + C8 for any o, i 

n n < P M 1 < - . 

Fix a bit 6. Let B be the event that 

Ub{t,i) . 2 / , .N , 1 
< CTTT-Ufo (t , 2) + C8 - for all % and t = ^o(^, ••., ^o(ö) + C2n .̂ 

Then, 

Since Uhit^ i) < n, we have 

P[B1 < -^C2n^ = 
n*̂  n 

E 
Ub{t,i) 

= E 

< E 

Ub{t,i)^ 
Hß} + E 

Ub{t,i) 
l{Bo} 

2, .. logn 
C77TVb{t,t) +C8 -P[>ß' 

< cr7rEK2(t,i)l+C8l^ + ^ 
n n 

< C7nE[vl{t,i)] + {c8 + l) 
logn 

when n > max{A^o,exp(c2)}, 
We now use the idea in Section 3 that disks of radius ^ times the transmission range centered 

at the transmitter are disjoint from each other. For each unicast transmission (i.e., the transmission 
over each hop 5^ ), the transmission range is just 5^ . For broadcast, the transmission range is 
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the distance from the transmitter to the furthest node that can successfully receive the bit, i.e. 
Vb{t, i). By counting the area covered by all the disks, we have 

6=1 t = l i = l 6=1 h=l 

Since there are at most n nodes that can serve as transmitters at any time, we have 

XnT T n 

< WTn. EEEi 
6=1 t = l i = l 

Hence, 

E 
E[Rb] - 1 

= E 
XnT T n 

E E E ^ 
Ub{t,i) 

6=1 t = l i = l 

< CTTTE 

XnT T n 

EEE-?(M) 
6=1 t=l i = l 

'AnT T n 

+ (C8 + 1)E EEE 
logn 

{vk(t,i)>0} 

6=1 f = l i = l 

AnT T n 

EEE- '̂(*'̂ ) < CTTTE 

1 6 = 1 t = l i = l 

Substituting (2.B.3) into (2.B.2), we have 

•(c8 + l)I4^Tlogn. 

E x ^ ^ + EE^Et(5M 
n 

6 = 1 6=1 h=l 
XnT T n . 2 

T [6=1 t = l 1 

(C8 + 1)A' 

6=1 t = l i = l 
2 

I^Tlogn 

•EE^E[(5?; 

when n > max{A^o,exp(c2),exp(^)}. 

(2.B.2) 

(2.B.3) 

Q.E.D. 

Appendix: (2.C) Proof of Lemma 2.6 
We can group all cells into C4 = [2A + 6J^ lattices. Each lattice consists of nodes that are 

[2 A + 6J /m apart along the X-axis or the Y-axis (see Fig.2.2). The cells of each lattice can be 
active at the same time since 

• the transmission range from a node to a neighboring node is at most 2/m, and 

• any interfering transmitters are at least (2A + 2)/m distance away from the receiver. 
We can schedule the C4 lattices in a round-robin fashion and each lattice is active for I/C4 amount 
of time. 
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Appendix: (2.D) Proof of Proposition 2.7 
We only need to show that the probabilities of errors of all types will go to zero as n —> oo. 

Let Xj be the number of nodes in sending cell j = 1,..., pi (n). Let pi be the probability of the 
Type-I error, i.e., Xj > 32n^'^ logn for any j . Equivalently, we can consider the experiment 
that we throw n balls into gi{n) urns with success probability p = 1. It is easy to show that 

Tji < ^i(^) < 3"; when n is large. 
16 logn 8 logn 

The average number of nodes in each sending cell is then 

- 4 - ^ e ( n ^ / ^ l o g n ) . 

Hence, by part 3 of Lemma B. 1, 

pi = P[a:j > 32n^^^ lognfor any j] 

< Plxj > —7-7 for any 71 
- ^ ' - gi{n) ''^ 

= 0 ( 1 / n 

Let pi I be the probability of the Type-II error. For each receiving cell i and sending cell j , let 
yij be the number of nodes that are in the receiving cell i in the even time slot and in the sending 
cell j in the previous odd time slot. Equivalently, we can consider the experiment that we throw 
n balls to gi{n)g2{n) urns with success probability p = 1. Since 

^Vij] = f ^ f \ ^ 8 logn , 

by part 4 of Lemma B.l, 

Pii = P[yij = 0 for any 2, j] = O ( - ) . 

Hence, with probability (1 — pi — pu) approaching one as n —> 00, each destination node 
can now find a designated mobile relay that holds the message intended for the destination node 
and that resides in the same receiving cell. Next we study pm, the probability of the Type-Ill 
error. We need to specify how to schedule the hop-by-hop transmissions from the designated 
mobile relays to the destination nodes within each receiving cell. We divide each receiving cell 

i into gsin) = [( ^^^ j Ĵ  mini-cells (in y^pa(n) rows and y^gs(n) columns, see Fig. 2.5). 
Each mini-cell is a square of area l/{g2{n)gs{n)). By Lemma 2.6, there exists a scheduling 
scheme where each mini-cell can be active for — amount of time. When each mini-cell is active, 
it forwards a message (or a part of a message) to one other node in the neighboring mini-cell. 
If the destination of the message is in the neighboring cell, the message is forwarded directly 
to the destination node. The messages from each designated mobile relay are first forwarded 
towards neighboring cells along the X-axis, then to their destination nodes along the Y-axis (see 
Fig. 2.5). 

Note that there are totally n messages of length rJ^^ lo ^̂ ^̂  ^^^^ ^̂  ^^ scheduled. The 
above scheduling scheme can successfully forward all messages from the designated mobile 
relays to the destinations provided that: 

• Each mini-cell contains at least one node. Hence, each node can always find some node 
in the neighboring cell to serve as static relays. 
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• The number of messages that go through any mini-cell is bounded by 32n^^^ logn. 
Because each message is of length — jyg- , each mini-cell thus only needs to be 

active for at most -^ amount of time, which is always possible by Lenmia 2.6^. 

In order to show that pm goes to zero as n ^- oo, we only need to show that both of the above 
conditions will hold with probability approaching one. First note that the average number of 
nodes in a mini-cell is 

^ ^ f ^ > 4l0gn. 
92{n)g3[n) 

Let Pill be the probability that any of the g2{n)g3(n) mini-cells are empty. Equivalently, we 
can consider the experiment that we throw n balls into p2 (^)p3(^) urns with success probability 
p — 1. Then, by part 4 of Lemma B.l, 

pfii = 0 ( l / n ) . 

Next we group the nodes in each receiving cell by the positions of their corresponding source 
nodes in the previous time slot. Let yij be the set of nodes in the receiving cell i that are the 
destination nodes for some source nodes in the sending cell j (in the previous time slot). Let pni 
be the probability that any set Vij^i = 1,...,g2{ri),j = 1,..., ö'i(n), has more than 32logn 
nodes. Equivalently, we can consider the experiment that we throw n balls into m = gi (n)p2 (n) 
urns with success probability p = 1. Since 

16 log n > — — —j—r—7—r- > 8 log n for large n, 
^ PiW^2(n) 

by part 2 of Lemma B.l, 

Pill = P[\yij I > 32 log n, for any z, j] 

< P [ | 3 ; , , | >2^ fo rany i , j ] 

Hence, with high probability, each designated mobile relay will serve no more than 32 log n 
destination nodes in the same receiving cell. As presented earlier, the message will first be 
forwarded along the X-axis, then along the Y-axis. We next bound the number of messages that 
go through any mini-cell along the X-axis. Within a given receiving cell i, fix any mini-cell 
k = 1, ...,g3{n). Let Zf^^ be the number of designated mobile relays in receiving cell i that 
reside at the same row with the mini-cell k. Note that there are at most gi (n) designated mobile 
relays and y/gsiji) rows of mini-cells in a given receiving cell i. Let Piii{i) be the probability 

that Zi^j^ > |A/^IO for any mini-cell /c in a given receiving cell i. Equivalently, we can 

consider the experiment that we throw gi{n) balls into \/g3{n) urns with success probability 

p = L The average number of balls per urn is gi{n)/y/g3{n), and 

/2n2/3 g,(^n) ^ 1 /n2/3 
. \ / •; > , > 7T A / ^ for large n. 
4V log^ " x /^TR ~ S y i o g n 

By part 3 of Lemma B.l, 

1 /Or72/3 
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< P[Zf,, > 2 4 i ^ f o r a n y f c ] 

= 0 ( - 4 - T ) = 0 ( n - i l o g n ) . 

Let Pill be the probability that Ẑ ^̂  > | A/ î̂ g ̂  for any mini-cell in ««y receiving cell. Since 

there are B(n^/^) receiving cells, by the union bound, 

92{ri) 

Pill < Yl ^i"(^) 

i _ 2 

< n^O{n 3 logn) 

= 0(n~3logn). 

Therefore, with high probability, there will be at most | y ^w ̂  designated mobile relays 
that reside at the same row as any mini-cell, and each of them is the origin of at most 32 log n 
messages. Hence, with probability approaching one as n -^ oo, the number of messages that 
have to go through any mini-cell along the X-axis is less than 

16A/2n2/3logn. 

Similarly, let Z^j^ be the number of nodes in the receiving cell i that reside at the same column 
as the mini-cell k. LetPiii(^) be the probabihty that Z^j^ > 8n^/^v^2 logn for any mini-cell k 
in a given receiving cell i. Equivalently, we can consider the experiment that we throw n balls 
into y/gsin) urns with success probability p = l/g2{n). This experiment is independent of the 
previous one, because the X-coordinates of the nodes are independent of their Y-coordinates. 
The average number of balls per urn is nI{g2{n) ^/^^{n)), and 

Ari''^ A/2 log n > -=== > 2n^'^ \ / logn for large n. 
g2{n)^/g3{n) 

Hence, by part 3 of Lemma B.l, 

pfiiii) = P[ZIJ^ > 8 n ' / V 2 l o g n for any/c] 
T) 

< P[Zl,>2—-—^=foTmyk] 

= 0(1). 
n 

Let Pill be the probability that Z^f^ > 8n^'^\/21ogn for any mini-cell in any receiving cell. 
By the union bound, 

92in) 

Pill < Yl ^"i(^) 

n 

Therefore, with probability approaching one as n -^ oo, the number of messages that have to 
go through any mini-cell along the Y-axis is less than 

8n^/V21ogn. 
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Combining all of the above results, with probability no less than 

1 -p i i i > 1 - ( pn i+Pn i+P i i i+Pm) = 1 - 0(n"^/^ logn), 

the number of messages that have to go through any mini-cell /c = 1, ...gsin) in any receiving 
cell i is less than 

24n^/^ ̂ 2 log n < 32n^^^ log n for large n. 

Proposition 2.7 then follows. Q.E.D. 

Appendix: (2.E) Proof of Proposition 2.8 
We start from inequality (2.17). Since 'Ei[lb] < y^n"^ /^ for some positive constant ct, we 

have, 

{XnTf 1 {XnTf 

and, 

6—1 

6=1 

< 

= 

4cinlogn jD(AnT)2c5n-i 

1 XnT 
4ci C5 log n D ' 

27r . . ^ . 2 - 1 

Substitute the above two inequalities into (2.17). Note that when D = o{n), the first term of 
(2.17) dominates the rest for large n. Hence 

4c3 , . .^ , . 1 1 [XnTf 
-^WTXogn > - -

6=1 

1 XnT 
8ciC5 logn D 

We can then solve for A, 

L)log^n32ciC3C5M^ 
A < 

A2 
Ö.^.D. 

Appendix: (2.F) Proof of Proposition 2.9 
Since /if, < CQ for some positive number ce, we have, 

2 
/XnT hk \ ^ /AnT 6,5 \ /XnT hi, \ 

EE^n ^ EEi EE(̂ ^M 
\ 6 = 1 h= l / \ 6 = 1 h=l / \ 6 = 1 /i=l / AnT ht, 

Anrc6X:E(^')'-
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Hence, 

AnT /ifc ^ /XnT hi 

[ E I 
\ b = i h=i 

XnT hi, /XnT h^ ^ 

EiEE(^M > ^nlEE^l^ 
b=i h=i ° \ b = i h=i , 

. / AnT /̂ b \ ^ 

^ d^hEE^^M 
\ 6=1 / i = l / 

^ ihrUlM . (2.F.1) 
^b=l / 

Substitute (2.15) and (2.F.1) into (2.7), we have, 

A n T Tpirr) 1 1 - ^ ^ ^ ^b 

fl^Tlogn > E ^ ^ + - E E E ( ^ ^ ' ) 
6=1 6=1 /i=l 

AnT 

( E l ) ' 
.^ i 6=1 cinlogn ^ f^^, 

n2 / 

^ _ /AnT 

^ E (E[i6l + ^ 
\ 6 = 1 

H - ^ ( E E [ y ) = - ^ ^ 
6=1 

AnT 

As in the proof of Proposition 2.5, the case with ^ ^[h] > XT/n will again prevail. Hence, 
6=1 

AnT 

( E l ) ' 
4C3, ' rWT log n > 
A ^ c m log n _ / AnT \ 2 

D [2 Ê  niA 
XnT 

ceXnT' 
6=1 

> 2 " s(AnT)^ 
[4ciC6nlognD 

1/2 
- A T 

4ciC6 Dlogn 

When D = o{n), the first term dominates for large n. Hence, 

4 c 3 , . _ , ^ / ^ A^nT^ 
-r^ WT log n > W 
A2 6 - Y4ciC6Dlogn 

^2 ^ Dlog'n64cicic6iy ' 
7rA4 

Q.E.D. 
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Notes 
1. We use the following notation throughout: 

/ (n) :::. o{g{n)) ^ lim 4 ^ = 0, 

/ (n) = 0{g(n)) ^ limsup -—— < oo, 
n->oo g{n) 

f{n) = uj{g{n)) <^ g{n) = o(f{n)), 

f(n) = e{gin)) <-> / (n) =. 0(g{n)) and g(n) = 0{f(n)). 

2. Note that changing the shape of the area from a square to a circle or other topologies will not affect 
our main results. 

3. Here we have excluded probabilistic scheduling policies. Otherwise, J^t should be augmented with 
a (j-algebra that is independent of node mobility in future time slots. 

4. A similar observation is used in [1] except that they take a receiver point of view. 
5. An assumption we have used here is the separation of time scale, i.e., we assume that radio trans­

missions can be scheduled at a time scale much faster than that of node mobility. Hence, each message can 
be divided into many smaller pieces and the transmissions of different pieces can be pipelined to achieve 
maximum throughput [1]. We also assume that the overhead of dividing a message into many smaller pieces 
is negligible. 
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Abstract Wireless sensor networks are expected to be significantly resource-limited in 
most scenarios, particularly in terms of energy. In recent years, researchers have 
advocated and studied cross-layer design techniques as the primary methodology 
to leverage application-specificity for optimizing system performance. We argue 
that another powerful design principle is to make sensor networks autonomously 
learn application-specific information through sensor and network observations 
during the course of their operation, and use these to self-optimize system per­
formance over time. We discuss several example application scenarios where 
such self-optimization can be used, including localization, data compression and 
querying. As an in-depth illustration, we then present details of LEQS (Learning-
based Efficient Querying for Sensor networks), a novel distributed self-optimizing 
query mechanism. 

Keywords: Sensor networks, self-optimization, self-configuration, node localization. 

!• Introduction 
Large networks of embedded sensor devices, each capable of a combina­

tion of computing, communication, sensing and even limited actuation, are 
being envisioned to provide an unprecedented fine-grained interface between 
the physical and virtual worlds. According to a recent National Research Coun­
cil report, the use of such networks of embedded systems "could well dwarf 
previous milestones in the information revolution" [1]. The applications of 
sensor networks that are being investigated and developed range widely, in-

*This work has has been supported in part by grants from NSF (awards number 0325875, 0347621, and 
0435505) and by an education grant from Intel. 
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eluding scientific environmental monitoring, civil structural health monitoring, 
industrial process monitoring, and military surveillance. 

It is well recognized that particularly at large scale, many of these appHcations 
present some hard challenges. In particular, resource constraints pertaining to 
energy are likely to be dominant when networks of battery-operated nodes are 
required to operate for years [2, 3]. The hardware as well as software protocols 
for sensor networks are therefore being designed with energy-efficiency as the 
primary objective [4-9]. 

A fact that has been exploited to develop energy-efficient designs is that 
while there are many possible applications of sensor networks in general, any 
given network is likely to be employed for a particular, reasonably well-defined, 
application. This enables the development of cross-layer techniques that are 
designed to exploit application-specific structure. One example is the notion of 
data-centric networking. In Directed Diffusion [7], for instance, all communi­
cation flows are generated in response to queries and notifications pertaining to 
events. Data-centric routing mechanisms allow intermediate nodes to examine 
the application-level content of packets, in order to perform in-network aggre­
gation and processing to reduce communication costs [10]. Another example 
are medium access protocols that take into account application-specific com­
munication patterns. The D-MAC protocol [11], for instance, is designed to be 
very energy efficient as well as low-latency, for sensor network applications in 
which communication takes place predominantly over a one-way data gathering 
tree. 

However, while such application-specific pre-engineered design is clearly 
important for sensor networks, it does not address other significant challenges. 
In many of the envisioned applications, the sensor network is meant to be com­
pletely unattended and often deployed in uncertain, unpredictable and dynamic 
environments. In such conditions, there is a substantial limit on the extent to 
which network operations can be optimized prior to deployment. 

We argue therefore that another essential, complementary, design paradigm 
for sensor networks is that they must be self-optimizing after deployment. Once 
the network becomes operational, the different sensor network protocols and 
services must continually observe the environment and take into account in­
formation obtained through sensor and network measurements to adapt and 
optimize their behavior so as to be more energy-efficient. In other words, sen­
sor networks should be autonomous enough to improve their own performance 
over time through learning. 

Let us first consider briefly some examples that illustrate this notion of self-
optimization, based on prior and ongoing work. In the next section, we shall 
then present in detail one of these examples, the LEQS (Learning-based Efficient 
Querying for Sensor networks) mechanism. Together, we hope, these examples 
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illustrate the need and wide applicability of novel self-optimization techniques 
in sensor networks. 

• Simultaneous Node-Target Localization: One service that is essential 
in many sensor networks applications is node localization, i.e. identifying 
the geographic location of each node. This is a non-trivial problem when 
GPS is not available at all nodes due to either cost or other application-
dependent considerations (such as indoor or sub-foliage deployment). 
Much recent work has examined the possibiHty of providing localization 
when only a few reference or beacon nodes are available (e.g. [12-15]); 
however, all of these are techniques that perform node localization at 
deployment time and leave a residual error in node locations. Intuitively, 
a self-optimizing approach in this context could provide a mechanism 
whereby the node locations can be further improved by using observa­
tions made during operation. This is precisely the approach taken in [16], 
which presents an algorithm to combine node localization with a mobile 
target tracking task in a sensor network. In the algorithm, each obser­
vation of the target by sensor nodes adds a geometric constraint on the 
position of sensor nodes and over time leads to successive improvements 
in their position estimates. 

• Model-based compression: Most of the work on data gathering and 
routing in sensor networks (e.g. [6,7]) assumes that the primary data com­
munication results from sensor source nodes transmitting raw measure­
ments to sink nodes, possibly with some limited form of data-aggregation. 
However sensor networks often monitor physical phenomena that have 
predictability and smoothness to their underlying spatio-temporal struc­
ture that can be captured by suitable spatio-temporal models. For exam­
ple, a sensor network monitoring temperature flows or diffuse phenom­
ena such as chemical concentrations may be well modeled by a partial 
differential equation (PDE). In such a case, particularly at large scale, 
it can be substantially more energy efficient to use sensor observations 
and in-network processing to determine coefficients of a suitable model 
and transmit model parameters to the sink rather than individual measure­
ments. This is an example of a self-optimizing mechanism, as the number 
of bits that need to be transmitted through the network to accurately repre­
sent the physical phenomenon being monitored can be reduced over time 
as successive observations help improve the accuracy of the parameter­
ized model. We are currently developing a self-optimizing mechanism 
that uses distributed Kaiman filters to learn PDE model coefficients for 
different situations [17]. A similar technique has been developed inde­
pendently and described in another recent paper [18], where the authors 
present a general kernel-based linear regression mechanism in which also 
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model parameters are computed and transmitted instead of raw measure­
ments. 

• Target Querying: The end user in a sensor network may be interested in 
some specific information instead of all data collected within the network. 
The basic problem of how to extract that information from the wireless 
sensor networks is then that of querying. Prior work has focused on 
simple queries can be (i) flooded [7], (ii) forwarded randomly [19, 20], 
or (iii) routed directed to the object if the path is pre-configured using, for 
instance, a hash table [21]. However, with queries such as those intended 
to identify the location of targets that have some predictability in their 
movements, there is scope for a self-optimizing mechanism. Such a 
mechanism for querying can use reinforcements to learn over time how 
queries should be routed efficiently. The LEQS mechanism^ that we 
describe in the following is an example of such a technique. 

2. The LEQS Mechanism 
We now present the LEQS self-optimizing mechanism for target querying. 

As we shall show, LEQS is suitable in a context where there are repeated queries 
for objects with somewhat predictable movement patterns. The key insight we 
exploit is this: if there is an underlying distribution that describes the location 
of the object, and there are repeated queries for it, it should be possible to 
"learn" how to query for this object efficiently over time. In this algorithm, 
sensor nodes maintain weights indicating the probability with which a given 
query is forwarded to each neighbor. The query response is used to update 
these weights on the reverse-path, effectively training the network to locate the 
object efficiently. Before we describe the details of the LEQS mechanism, we 
state our assumptions explicitly. 

2.1 Assumptions 
LEQS requires that there be a bidirectional abstraction of the communica­

tion links (as may be provided using blacklisting or other techniques). No node 
localization or geographical information is required. There may be multiple 
sinks querying for the same objects. The named object (there could be many 
such objects) being queried for can be found (or a response to the query can 
be obtained) at only one location in the network at any given time^, but it may 
potentially be at one of many locations. There is assumed to be an underly­
ing stationary spatial location distribution for each identifiable, queried object 
(but this distribution need not be known to the network or to any entity). This 
assumption about an underlying regularity/pattern in the object's location is cru­
cial to LEQS - there must be an underlying location pattern that can be learned. 
In the results section, we will investigate both a scenario where the object is 
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Figure 3.1. Illustration of weight update in LEQS 

located in a single location with probability one (which is the most simple case), 
and the general case when it can be located at one of multiple locations in the 
network with different probabilities. The LEQS algorithm does not require the 
use of global unique identifiers for nodes; it only requires unique identifiers 
for each identifiable object being queried for - a more scalable requirement. 
Each node communicates through query forward and query response packets 
only with its immediate neighbors. Because the algorithm is independent of 
the location where the query is issued, it can be readily used for scenarios in 
which multiple sinks issue queries for the same object. Finally, it is assumed 
that multiple queries are issued for the same object over time. Otherwise there 
will be no opportunity for improving the energy efficiency of the querying via 
self-optimization. 

2.2 Algorithm Description 
We now describe the LEQS algorithm. Upon node deployment and setup, 

each sensor node i identifies its immediate neighbors and sets up a vector of 
weights Wi (one for each identifiable queried object A) in a querying table. 
Weight Wij represents the probability that a query for object A that arrives at 
node i will be forwarded to node j . 

Initially, if a given node has k neighbors, each neighbor of the node is assigned 
an equal weight of p At any given time, each query will start from the sink, and 
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with the probabihties denoted by the weights at each node, will be forwarded 
randomly from node to node. Each node will forward the query to one of its 
neighbors, except the node it has received the query from, according to their 
weight. Each node that receives the query checks to see if the queried object 
is located at that node. A backtracking technique is incorporated to prevent 
looping^. Eventually the query will find its way to the node where the object is 
located. The response of the query is then sent back directly to the sink on what 
is essentially the reverse path of this query (using information recorded at each 
node along the way, bypassing any backtracked branches) and this is when the 
weight updates occur. Each node i on the reverse path increases the weight of 
its next-hop hi (i.e. the next node on the forward path between i and the node 
where the query terminated successfully). The query response on the return 
path contains a counter d that is incremented hop by hop, so that all nodes on 
the reverse path get an indication of how many hops they were from the query 
termination location. This information is used in the weight update rule, which 
is described below. 

Each node on the reverse path first calculates a learning factor Li as follows: 

T „ P 

In the above equation, p e [0,1] and a are learning parameters that determine 
the rate of learning as well as the dependence on di, the distance (in hops) 
of node i from the query termination point. Let hi be the node from which i 
receives the query response (i.e. the node to which i had originally forwarded 
the query). Let N{i) be the set of all neighbors of i. Then, the weights at i are 
updated as follows: 

Wij{t + 1) = W^,,,(t).(l-L) ^\/jeN{i^\hi 

W,,/,̂ (t + l) = iy,̂ ^ (̂t) + L. Yl ^^'iW (3.1) 
jeN(i)\hi 

Note that this update rule ensures that the weight of all the neighboring nodes 
always sums up to 1. We refer to this weight update as the learning process. In 
case of an object that may be potentially located at one of multiple locations, 
each with different probabilities, over time, the query will learn to optimize 
its path to visit all of these locations in turn so that it minimizes the expected 
number of hops in the query. Also note that the query table at each node includes 
a row for each identifiable object with a column for each neighbor. Thus the 
storage requirement per node is 0{kT), if k is the (max) number of neighbors 
per node and T the number of objects being queried. 



Self Optimization in S 

0.8 

0.6 

0.4 

0 

'ensc irNi ?two rks 

Path for No.1 Query 

{ 

{ 

i 

{ 

i 

i 

\ { ) i 

) X { 

) { 

) { 

• — — H 

O ( 

\ ( 

• — H ^ i 

< i 

> X ( 

» 0 i 

> ( 

> X < 

> X X X X < 

\ i 

\ 1 

• — H ) X X < 

> X X a I 

• — H 

• > 

} i 

A X -

1 6 X 

> X X -

> X X X X -

> X X X X 

> x x x x x x x x 

63 

Figure 3.2. Sample run showing how learning improves the query efficiency (single location 
case) over multiple queries: Query 1. 
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Figure 3.3. Sample run from Figure 3.2; Query 20. 

3̂  Simulation Experiments and Results 

3.1 Metrics 
We first briefly discuss different metrics that can be used to measure the per­

formance of LEQS. Metrics A and B are shown in simulation results presented 
in this paper. 
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Figure 3.4. Sample run from Figure 3.2: Query 50. 
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Figure 3.5. Decrease in average cost of querying over time for different learning rates for a == 0 
for random deployment 

A. Average Total Number of Hops (in path from object to sink): This is the 
expected number of hops that a query response takes from the located object to 
the sink. (i.e. the number of hops on the reverses path). This can be measured 
instantaneously for each query, or cumulatively averaged over all preceding 
queries (which will amortize the higher cost of initially inefficient paths over 
future, more efficient queries). Note that this one-way metric does not take into 
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Number of queries 

Figure 3.6. Case from Figure 3.5 but with a =: 0.5 

Number of queries 

Figure 3.7. Case from Figure 3.5 but witli grid deployment 

account additional transmissions due to branching/backtracks during the query 
forwarding phase. Those are best captured by the following metric. 

B. Average Number of Transmissions: A related metric is the average number 
of transmissions required to forward the query. Since query responses are sent 
in reverse of the original query, the two are almost the same. The difference 
is that there can be additional overhead of up to 50% in the forward direction 
due to the random walk branches in initial queries that result in backtracks (to 
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Figure 3.8. Case from Figure 3.7 but with a = 0.5 

prevent query looping). But the number of such backtracks decreases over time 
so that eventually the two metrics A and B become identical. 

C. Convergence Time: This is the time needed for the network to converge to 
a weight distribution that does not change (which happens when queries settle 
to a single possible path). In our simulations, we measure time by the number 
of queries issued by the sink for the object. This metric is useful in theory, but 
not explicitly presented in our simulations. 

3.2 Simulation Results 
We uniformly place 121 static nodes in a 1 x 1 square area. All nodes in the 

network have the same communication range R. The sink is located at the left 
lower corner^. All figures shown for the cumulative average number of hops 
are averaged over 20 simulation runs. 

Figures 3.2-3.4 depict a single LEQS run for the first, 20th, and 50th queries 
in case of a single object location. Starting from using random walk (the 
first query), the network learns through time about the distribution of object 
locations. The 20th query clearly performs better than the first query. The 50th 
query traverses the optimal path. 

Our initial approach for studying the learning process was to change weights 
without considering the distance to the object, in other words, setting a = 0. 
Figures 3.5 and 3.7 show the results for this approach. As we can see from the 
figure, if we change weights fast (for example, p=0.9), we will have a solution 
fast but that may not be optimal. On the other hand, if we change weights 
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slowly (for example, p=0.1), we will have a solution after a long time but the 
solution is likely to be near-optimal. 

Our second approach is to incorporate the distance from the point where the 
query was terminated into consideration when changing weights. Figures 3.6 
and 3.8 show the results for this approach. As we can see from the figure, if we 
change weights fast, we will have a solution fast and the solution is reasonably 
good. Comparing these two approaches, our second approach has a significant 
improvement in terms of the solution quality except when the learning parameter 
p is too small. We will further examine the impact of a in detail below. 

Figures 3.5-3.8 also confirm that the trends are similar regardless of whether 
the deployment is random or on a grid. Due to the similarity in their results, 
we restrict our remaining results to scenarios involving grid deployment. 

Figure 3.9 shows that the performance curves for different settings of p can 
cross-over. If p is chosen to be very high (0.95), LEQS performs well initially 
as the learning rate is higher; however it may settle down to a non-optimal 
value, as seen by the fact that the lower learning rate curve eventually provides 
a lower average cost. This suggests that there is a tradeoff between the speed of 
convergence and the optimality of the converged solution that can be achieved 
by a careful selection of this parameter p. 

We now consider what happens if the object is not always located at one node, 
but rather in one of several locations with an underlying probability distribution. 
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Figure 3.9. Performance of Query Learning for different learning rates; the crossover shows 
that for lower values of p the learning may be slower but converge to a better value than with 
high p. 

As illustration of the performance of LEQS for multiple location scenarios, 
we examine some specific examples. Figures 3.10-3.11 show the results for 
a five-object-locations case. We can see the distribution of the five object 
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Figure 3.10. Performance of Query Learning. 

Path for No. 1000 Query 

Figure 3.11. A sample run after 1000 queries for scenario involving five possible locations with 
different probabilities. 

locations with the corresponding probabiHties. The figure also depicts a sample 
run for the 1000th query, when the object is located at (0.8,0). 

Figures 3.12-3.13 compare the performance of LEQS with respect to random 
walk, flooding, and the global optimum solution for both single and 5-location 
scenarios. The performance of LEQS is shown for both the cumulative average 
(which takes into account the cost of the initial inefficient queries) as well as the 
instantaneous value of the number of transmissions taken to reach the object. 
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Figure 3.13. Comparison as in Figure 3.12 but for five-location scenario. 

The global optimum shown is the optimal sequential solution — this is obtained 
by performing an exhaustive search that evaluates paths involving visiting each 
location (all permutations). 

In the case of a single object location, the performance of LEQS is near-
optimal, and shows that it offers nearly 75% gains with respect to a random 
walk. In the five-location case, it takes longer to converge to the optimal solution 
(this has not yet occurred after 1000 queries), but the performance of LEQS 
still shows more than 50% improvements. Note that these gains can be even 
higher for larger networks. 

In cases where there is a node failure, our scheme has the ability to be self-
healing. As long as there exists a path between the sink and the object, the 
network will find it and adapt to it. Figures 3.14-3.15 show the no-failure cases 
as well as a scenario in which there is a node failure (node 26) at query number 
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Node 26 failed at time 50 

Number of queries 

Figure 3.14. Average query cost with respect to query number with a node failure on the query 
path at query number 50, demonstrating the self-heaUng nature of LEQS. 
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Figure 3.15. Instantaneous query cost with respect to query number with a node failure on the 
query path at query number 50, demonstrating the self-healing nature of LEQS. 

50. Although there is a jump at query number 50 in the figure (seen in both the 
instantaneous and the average curves) the learning process continues after the 
failure, and the number of hops to success still keeps decreasing towards the 
optimal value as the number of queries increase. 

Note that although we have not explicitly compared LEQS with flooding or 
random walks here, these comparisons are implicit - flooding in this network 
has a cost of n = 121 transmissions. A random walk may take about n/2 ^ 60 
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hops to locate the object, and this cost is shown implicitly as the cost of LEQS 
at query number 1, when no learning has taken place. In the scenarios we 
considered, we found that LEQS can result in energy efficiency improvements 
of up to 75% given sufficient learning time and optimal parameter settings. 

4. Conclusions 
LEQS is an illustrative example of what we argue is a necessary paradigm 

shift in sensor networks: from pre-deployment engineering and optimization 
alone to post-deployment self-optimization. This new design paradigm requires 
that applications and services for sensor networks take explicitly into account 
sensor and network observations, learning from them in order to continually 
improve network performance during their operation. 

Notes 
1. Pronounced "lex", the acronym LEQS comes from the phrase Learning-based Efficient Querying 

for Sensor networks. A more detailed description and analysis of the LEQS mechanism is provided in a 
technical report [22]. 

2. This kind of query is useful, for example, to locate identifiable targets in the sensor network region 
3. In the LEQS algorithm, every attempt to sending a query to the object results in a success since the 

walk backtracks if a loop is encountered. With sufficient time, the entire network will be searched in the 
worst case. A TTL field must be added to the query packet if shorter latency constraints are required, but 
this may result in query failure. Backtracking does add additional overhead to LEQS, but our simulations 
confirm that backtracking occurs less frequently as the learning proceeds. 

4. Note that while we use a single sink in our experiments, this is not at all a requirement for LEQS — 
it works equally well with multiple sinks issuing queries for the same identifiable object/target. 
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Abstract As the trend toward ubiquitous and pervasive computing continues to gain mo­
mentum, new networking paradigms need to be developed to keep pace with 
the needs of this emerging environment. In the near future we can expect the 
number of nodes to grow by multiple orders of magnitude as tags, sensors, body 
networks etc., get fully integrated into the communication superstructure. Not 
only will the amount of information in these all-embracing pervasive environ­
ments be enormous and to a large degree localized, but also the relaying needs 
for maintaining an end to end reliable 'always on' networks, as we know today, 
will be, for the vast majority of the pervasive users beyond their resource ca­
pabilities, and in addition redundant, considering the needs of the personalized 
services dominating these networks. The ambiance within which these nodes 
will act will be intelligent, mobile, self-cognitive and not limited to machine to 
machine communication. In these networks the end to end concept of always on 
communication that formed the basis of the Internet for the last three decades will 
become passe. The next 'Internet' frontier will be the challenge of adjusting to 
the omnipresent, intelligent and self-cognitive networking environments which 
are becoming an integral part of the new societal reality. 

These networks will be characterized by their ability to continuously adjust 
to the environment, by their, often intelligent, users mobility and by their archi­
tecture being defined by the services at hand. Compared to classical networking 
architectures, in these environments communication networks will locally self-
organize when the opportunity or need arise, will adjust and evolve over time and 
will cease to exist when obsolete with respect to a given service or application. 
Given the need for continuous adjustment and evolution, the user-service focus, 
the mobility, and the evolving distributed intelligence and user cooperation not 
imposed by arbitrary service independent protocols, but sought by those users 
sharing a common interest in service, the underlying networks behavior may seem 
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closer to living organisms. Secondly, the biological model fits well the concept 
of services that define the network at any given point in time. In this context the 
biological model can naturally define a service as the organisms chromosomes, 
which not only store genetic information but participate and are subject to rules 
of evolution, leading to the ability of the service to evolve and adjust to changing 
environments. Furthermore, given the complexity and size of user population -
unpredictable user needs, to remain competitive and 'survive'. Thirdly, most of 
the information exchange in these networks occurs locally between users on the 
move, or kinetic, users. The intelligence, resources and mobility of the kinetic 
users who carry services in their chromosomes, makes it possible to mimic the 
interaction occurring in the biological world where mating and mutations lead 
to interactions that form the basis of evolution. Using this analogy it becomes 
possible to derive network elements as well as behavioral rules from nature to re­
place current protocol concepts, and thus avail the communication system of the 
benefits of natural evolution perfected over millions of years. With this approach 
the mobile pervasive environments may witness a paradigm shift in the way we 
view networking is perceived, rather than contemplating a gradual evolution of 
the classical protocols and their adaptation to the 'next generation network' which 
cannot deal with the growth and nature of the emerging pervasive environments. 

In this chapter we first define the principles and rules of the Biological ki-
NETic Service centered (BIONETS) or Bionetic networks. We then consider 
their application in the case of wireless sensor networks and evaluate their effec­
tiveness considering a real life parking service scenario. 

Keywords: Genetics, evolution, bio-networking, pervasive computing, mobile ad-hoc net­
works, wireless sensor networks. 

1. Introduction 
As the trend toward ubiquitous and pervasive computing gains momentum, 

the underlying networking concepts need to keep pace with it. The current 
networking paradigms date from three decades ago. Whether local [7], or long 
haul [10] levels, whether using wireless [15] or optical [5]technologies, Internet 
today follows the fundamental concepts of layered communication where the 
system is set up on a quasi permanent basis to guarantee end-to-end connectivity 
and any required level of services that might be requested at some undefined 
future time. 

As Internet itself is evolving into being the transport mechanism of 'all that 
communicates' and all that moves [11], it needs to evolve along with the emerg­
ing pervasive, omnipresent environment it will have to support. By pervasive 
computing we now mean an invisible halo of computing and information ser­
vices that persist regardless of location, including, in addition to the standard 
devices that form most Internet nodes today, also wearable computers, smart 
home and smart building devices, tags identifying virtually every object we 
come in contact with and sensors providing information about our environ-
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ment, as well as local intelligence and evolving self-cognitive presence. To 
this we need to add mobility, an essential feature of our existence and mode of 
operation. 

As aptly stated in [ 13] 'Taking a step forward, new communication paradigms 
should focus on the development of intelligent, self-cognitive networks that no 
longer act as a means to simply propagate information from one machine to the 
other, but become a living partner of individual and societal activities'. In this 
context, it is foreseen that we will move toward the development of cognitive sit­
uated networks that will play a significant role in person- and society-focused 
communications. One key area in this field is the development of cognitive 
sensor networks that will be able to bridge the physical world with the digital 
world [13][3], and to promote health [21][18][14], safety [14], productivity 
and knowledge through communication of the network with the environment. 
Cognitive sensor networks will be built with the deployment of large numbers 
of autonomous sensor and actuator nodes. Using a large number of specialized 
sensors and actuators in a dense network we will be able to acquire localized 
and situated information of certain metrics gathered from the physical and/or 
digital environment. These networks will use this collection of situated mea­
surements in order to recognize and control certain events in the physical and/or 
the digital world, for promoting health, safety, communications and knowledge. 
The intelligence of such networks does not lay on the nodes themselves, which 
have very limited recourses and capabilities, but in the size and complexity 
of the network. In fact, the architecture of the network could be seen as a 
programming language that is used to solve a problem [17]. 

With the number of nodes growing by multiple orders of magnitude as tags, 
sensors, body networks etc., get fully integrated into the communication su­
perstructure, the classical protocols will therefore not be able to provide viable 
support or be executable on the myriad of tiny inexpensive devices in terms of 
the multilayered protocol stack to be processed or the relaying burden imposed 
on these devices by standard networking approaches. In fact the need for these 
devices to be extremely low cost and expendable, while executing an increasing 
number of instructions and relying increasing amounts of data, leads to a fun­
damental paradox in the context of classical Internet operation. Furthermore, 
not only will the amount of information in the all-embracing pervasive environ­
ments be enormous, it will be to a large degree localized. Hence the relaying 
requirements imposed on the vast majority of the pervasive users and devices 
in order to maintain an end to end reliable 'always on' network will be not only 
beyond their capabilities but also, given the localized nature of services and 
device/network intelligence, will be redundant. 

The ability to provide services locally based on the changing interests of 
users, the continuously varying resources available as well as the diverse com­
munication capabilities of the nodes, means that the new network needs to be 
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able to adjust to ever changing local conditions. Put differently, the ability to 
evolve, becomes as fundamental to the operation and success of a service in 
this new environment as the concept of end to end virtual circuits and end to 
end datagram delivery was in the communication networks of the last three 
decades. The success of this network will reside in the ability of the users 
devices to communicate in and with the surrounding environment and to col­
laborate toward a common goal leading to the successful self provisioning of a 
service which evolves over time, is responsive to changing demands and needs 
to stay competitive (survive). 

Thus, while reliability and end to end connectivity have been the primary 
focus of the Internet protocols so far, in the new pervasive paradigm it is im­
portant to have a network that imposes minimal device (user) communication 
requirements, is capable to autonomously adjust to the environment, while pro­
viding the maximum benefit at the service level. The principal (if not unique) 
role of this network is to support execution of services for intelligent mobile 
users and environments. These new networks will locally organize when the 
opportunity or need arise, will adjust and evolve over time and cease to exist 
when obsolete with respect to a given service or application, providing only 
as much support as needed by the application and minimizing effort/cost to 
expend minimum energy required for the task. In these networks a user can be 
expected to contribute to the 'common goal' of creating a reliable communi­
cation environment only if driven by local interest (or preservation) defined as 
the successful delivery of its own services. 

These networks can therefore be expected to behave more as living organ­
isms than the classical Internet, where users and devices evolve and modify their 
behavior according to the environment using the rules of genetics and evolution 
dictated by the task to be executed (service), in the common goal of survival 
(successful service evolution and delivery), interacting when benefiting the in­
dividual with no overall concept of network, unless needed by the individual, 
and no communication or existence of a 'network concept* can be expected 
beyond its usefulness, i.e. the utiHty of a service being executed. We there­
fore refer to them as Biological kiNETic Service Oriented networks, bionetic 
networks of BIONETS for short. 

In summary, given the need for continuous adjustment and evolution, the 
user-service focus, the mobility, and the evolving distributed intelligence and 
user cooperation not imposed by arbitrary service independent protocols, but 
sought by those users sharing a common interest in service, we are motivated 
to use the genetic evolution model to define the '"elements'" of the network. 
Secondly, the biological model fits well the concept of services that define the 
network at any given point in time. In this context the biological model can 
naturally define a service as the organisms chromosomes, which not only store 
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genetic information but participate and are subject to rules of evolution, leading 
to the ability of the service to evolve and adjust to changing environments, and 
furthermore given the complexity and size of user population - unpredictable 
user needs, to remain competitive and "'survive'". Therefore we use these rules 
to set the rules of behavior, or the "^protocols'" of these networks. Thirdly, 
most of the information exchange in these networks occurs locally between 
users on the move, or kinetic users. The intelligence, resources and mobility 
of the kinetic users who carry services in their chromosomes, makes it possible 
to mimic the interaction occurring in the biological world where mating and 
mutations lead to interactions that form the basis of evolution. We therefore 
consider the users as the "'communication channels'" of these networks, the 
medium for carrying the information and creating the connectivity as dictated 
by the pervasive environments in which the users operate. 

We postulate, that using this analogy, it becomes possible to derive network 
elements as well as behavioral rules from nature to replace current protocol con­
cepts, and thus obtain the benefits of natural evolution perfected over millions 
of years in the biological world. 

In the next section we define BIONETS and propose a set of communication 
rules governing them indicated by evolution and genetics. On the principle that 
no theory is valid unless proven in practice, we demonstrate, in the subsequent 
section, how the concept of BioNETS can be applied to solve the problem of 
cost effective wireless sensor networking. Wireless Sensor Networks (WSN) 
have been investigated in their various forms for over a dozen years. Rang­
ing in applications from the detection, temperature or chemical substances in 
the field to smart buildings, health and environment, security, identification, 
alarm, control, to detection, and in cooperation with an intelligent coordinator 
their use is almost unlimited. Nevertheless, except for military applications 
WSNs have been around mostly only as research proofs of concept. One of 
the main reasons for this situation is the cost barrier and the contradiction be­
tween the need to produce extremely low cost sensors, while requiring them 
to execute complex networking functions in the context of classical Internet 
communication models. Creating a sensor network in this context requires that 
the sensors themselves provide the communication and connectivity needed for 
a reliable transport mechanism to support 'whatever application may be tem­
porarily needed'. Given a sensor node range, the number of sensors needed to 
build a connected sensor network is prohibitive, leading to a market entry bar­
rier that is too high for most customer application. Moreover, the processing, 
communication power and energy required of the sensors nodes to maintain a 
standard protocol suite, exceeds their specification and contradicts their price 
expectations. 
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We show that by applying the BIONETS principles to wireless sensor net­
works it is possible to obtain a network in which sensors only serve to collect 
information, where the 'backbone' is provided by the intelligent mobile user, 
where the networks is in the 'wake' state and energy is spent only when ex­
ecution of a task demands it. By eliminating in this way the need for sensor 
connectivity for end to end communication, for sensor network organization, 
etc., it becomes possible to dramatically reduce the cost of individual sensors 
and of the sensor network, thus removing the prohibitive cost barrier of sensor 
networks to customer world. We term our demonstration of those principles 
in the context of a sensor network Bionetic Sensor Network. We further ob­
serve and show that this new BIONETS networking paradigm in the context 
of a WSN can be seen as an extension of a trend toward hierarchical sensor 
networks that exploit the mobility of nodes to spread information, thus further 
validating the bionetic approach through current independent trends. Using a 
simple example of a parking space finding system covering a city, we demon­
strate the idea of networking sensors without a sensor network, following the 
BIONETS principles. 

2. BIONETS Definition 
The users form nodes of the network and create the network communica­

tion mechanism through their movement, collection of information from the 
environment and the exchange of this information with other users. The users 
provide the necessary resources in terms of energy, computational capabilities 
and bandwidth, as well as the intelligence that defines the actions during in­
formation exchange and service execution, needed to execute the service. By 
using these simple mechanisms together with rules governing the exchange and 
manipulation of information based on genetics and evolution, the information 
gets stored, spread through the network, and service gets executed without a 
global (common) knowledge of the information or the network. 

We define the BIONETS information processing rules by observing the sim­
ilarities between the organic world and the role of a communication system in 
a mobile pervasive computing world and then creating a mapping between the 
two. We postulated that this approach may yield similar benefits that years of 
evolution have brought to living organisms allowing them to react, adapt and 
evolve together with their environment. 

2.1 Drawing the parallel between genetic and the 
Biological Opportunistic NEtworkS 

In a genetic scenario, the principal actors are: 

• Cells or other basic organisms 
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• Chromosomes found within a cell contain DNA storing the genetic in­
formation of an organism 

• Genes that contain a genetic coding that possesses the building blocks 
information of an organism 

• Genes can be classified as dominant or recessive 

The mapping between the genetic model and the networking model is ob­
tained by: 

• Users are associated with cells or higher level intelligent consumers of 
information 

• Service/environment related information is carried in users' genes 

• A gene is dominant or recessive depending on its value and effect on the 
service 

• Collection of all service related genes forms a chromosome associated 
with a service the user is participating in 

• Network information exchange is associated with cell interactions, or 
mating, and interactions with the environment is associated with mutation 

• Network state transformation is associated with evolution phases occur­
ring through mating and mutations 

The BIONETS network rules of behavior and evolution, substituting classical 
protocols, are derived from the preceding correspondence and obtained by a 
mapping from basic genetic evolution laws. Specifically, we consider all service 
relevant information to be stored in and represented by genes. The collection 
of a specific service related data constitutes a chromosome. The combination 
of this chromosome stored information together with user actions, dictated by 
"innate" cell programming or higher level intelligence, constitutes the service 
execution. The evolution and adaption occurs in the transformation of the 
information and, as in biology, through either the union processes between 
two or more distinct chromosomes of two different user, or through genetic 
changes, mutations occurring due to the effects of the environment on the genetic 
information stored. The evolution and the behavior of the users over the lifetime 
of the service are therefore strongly influenced by the environment in which 
they are moving, the random encounters with other organisms and their own 
"intelligent" or "coded-behavior" actions taken in response to their own needs 
in avaiUng themselves of a given service. Furthermore, in this process, each 
user has the freedom to apply his own values to actions as a function of his 
needs, and extant conditions. 
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Looking closer at the rules of interaction, union among cells (users) occurs 
between any encountering pairs according to the Mendel's laws. Corresponding 
genes (information) of two cells take part in this union. The newly generated 
genes (information) within the chromosomes (services) will be the combination 
of the genes (information) of the two cells (users). At the end of the interaction 
the dominant genes will regulate the cells (users) behavior while the recessive 
genes will be part of the cell's DNA, expressing themselves, potentially, in the 
behavior of the offsprings. As in biology, repeats of the same gene are prone 
to reduction in number and the most recently used gene is the most likely to be 
kept. In the same way duplicate information (genes) will be deleted and only the 
latest service used information will be kept. According to the second Mendel's 
Law, genes on different chromosomes of the same cell participate independently 
in the union process. Similarly, information belonging to different services can 
be exchanged independently in the union process. 

The mating process forces the choice between different partners. The partner 
is chosen based on attractiveness defined as the type of information (value) of 
most relevance to the user. Once the best partner is chosen, the mating process 
takes place and new chromosomes are generated from the users participating in 
the union. The concept of attractiveness strongly depends on the information 
the users have (genes and genotype). As in genetics the 'attractiveness' is 
therefore regulated by the rules that enable the organisms to better adapt to 
the environment and to survive, similarly the 'attractiveness' in the network is 
regulated by principles that provide a better user satisfaction at the service level. 

The environment plays a crucial role in the cells transformation. Organisms 
evolve from one stage to another during their life, as their genes interact with 
the environment at each moment of their life history. The interaction of genes 
and environment determines the nature of the organism and the way it behaves. 

To systematize changes between genes (which are inherited) and develop­
mental outcomes (which are not), genetics makes the fundamental distinction 
between the genotype and the phenotype of an organism. Similarly in the net­
work it is possible to distinguish between the information (genes and therefore 
genotype) that users (organisms) carry and the users behavior (phenotype), 
which depends on the environment the users encounter in their life and from 
their internal information (genotype). Genetics defines a norm of reaction of 
a genotype, basically a table showing different organism behaviors in different 
environments. Similarly in a BIONET we can define different user behaviors 
(phenotypes) in the different environments in which it moves. 

To consider the utility of the BIONETS concept, in the remainder of this chap­
ter we apply the bionetic approach to a Wireless Sensor Network (WSN). We 
study how through a bionetic WSN we can provide the defined service provided 
by sensor network while ehminating sensors and sensor network complexity 
as well as the need for sensor density beyond that required by the service. We 
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term this type of WSN the Bionetic Wireless Sensor Network (BWSN). We 
then evaluate the expected performance of a BWSN network for a given park­
ing application. In order to make the rest of the chapter self contained we first 
provide a brief definition of existing WSN architectures. 

3. Wireless Sensor Networks 
The common general concept of WSN today is that of sensors not just as the 

source of data of any kind, but also as nodes participating in the transport of 
data, typically in a multi-hop fashion from the point of origin to the point of 
use, in most cases, a central server that processes the collected data. To perform 
this function, all sensors are addressable from the network, communicate with 
each other, and form a communication network. 

3.1 Flat Wireless Sensor Networks 
A flat wireless sensor network architecture is an homogeneous network, 

where all nodes are identical in terms of battery and hardware complexity, 
except for the sink which acts as a gateway being the one responsible for for­
warding the collected information to the final user. Depending on the service 
and the type of sensors, the sensor density need to be very high (several sensor 
nodes/m^). According to [4] for any loss index n, the energy costs of transmit­
ting a bit in a multi-hop fashion can always be made linear with distance, while 
the signal energy decays as the 4th power of distance. These considerations 
lead to a multi-hop communication for the flat architecture. A flat wireless 
sensor network, composed of a large number of nodes (up to millions) leads 
to a number of challenges in terms of network management and organization, 
including the management of the sensor nodes, the gathering of information, 
throughput, routing, energy optimization, etc. When dealing with these issues 
in the presence of a very large number of sensor nodes, scalability becomes 
critical. Both routing and MAC need to manage and organize a high number of 
network nodes and in a highly energy efficient manner. Hierarchical or cluster-
based routing is generally adopted whenever scalability both at the MAC and 
at the network layer is needed. 

3.2 Hierarchical Sensor Networks 
A hierarchical architecture [19]has been proposed to reduce the cost and 

complexity of" 'most of the sensor nodes" by introducing a set of more expensive 
and powerful 'sensor' nodes, thus creating an infrastructure that offloads many 
of the networking functions from the majority of simpler and lower cost sensors. 
The hierarchical architecture consists of multiple layers: a sensor layer (SN), a 
forwarding layer (FN), and Access Point layer( AP). Sensor nodes can only sense 
the environment and communicate the collected information to the forwarding 
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nodes. Forwarding nodes communicate among themselves and with Access 
Points, the highest tier in the network and the communication points with the 
backbone. 

To further reduce energy consumption, in particular in sparse sensor net­
works, in [16] a 3-tier architecture has been proposed, in which mobile agents 
that periodically pass by the sensors, collect their data and finally drop off the 
collected data to wired access points when in their proximity. Results show 
that trading off the amount of buffering at both the sensor nodes level and at 
the MULEs level, acceptable data success rates can be obtained. A similar 
approach to simplifying the requirement of individual sensor nodes has been 
proposed in [20]. Termed the Sensor Networks with Mobile Agents (SENMA), 
ALOHA protocol is used for communication between the sensors and powerful 
mobile agents eliminating the need for multihop sensor communication and 
reducing energy consumption. 

In summary, in all instances, in building a conventional WSN the result­
ing node architecture becomes similar to the traditional Internet node[2]. This 
means that a multi-layer networking stack is implemented in each sensor node, 
that allows not only for some (limited) processing, but also for the routing 
of data and eventually even for reliable transport protocols such as TCP. The 
need for sensor to sensor communication, or network connectivity, results in 
huge number of devices to cover even a small to medium size city. Whereas 
sensors in almost all applications, e.g measuring pollution or other environmen­
tal, health, risk or security environments,only one sensor per several, potentially 
hundred, square meters is required. Alternatively communicating with a back­
bone network such as 802.16 similarly requires a multi level protocol stack, 
range, battery and complexity. Sensor nodes are battery driven and therefore 
operate on an extremely frugal energy budget. Energy optimization becomes 
crucial in maximizing the lifetime of the entire network and has therefore been 
long considered a key design objective in research related to wireless sensor 
networks [8]. To cost effectively deploy sensors in a conventional network sce­
nario, sensors have to come at an ultra-low price, their deployment should be 
easy (like smart dust[ 12]), price per sensor should be below $ 1, and their battery 
should be small, efficient and able to support the transmission of millions of 
control and data messages per minute to support data transmission, self organi­
zation, route discovery and maintenance, clustering, routing, TCP, and relaying 
of information, all growing with the size of the network. Not surprisingly in 
the real world, sensor prices are two orders of magnitude away, high degree of 
integration of the sensors remains a challenge, with battery making up about 
50% of the volume of sensor nodes. For a commercial application of sensor 
networks this means that the cost of the full sensor network and the deployment 
is prohibitive not only due to the high one time cost of placing thousands and 
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millions of sensor in a city environment, but also due to the high replacement 
cost. 

To allow sensors or any other similar information collecting and generating 
devices on a large scale to become part of our emerging intelligent pervasive 
environment in which CAPEX and OPEX are key factors to adoption, a funda­
mentally different solution is therefore required. We next consider the applica­
tion of the bionetic approach to sensor networks and evaluate the potential of 
providing the defined service while eliminating the complexity as well as the 
need for sensor density beyond that required by the service itself, in order to 
remove the two major roadblocks to the adoption of current WSN architectures 
in customer environment. 

4. Bionetic Wireless Sensor Networks (BWSN) 
The organization of BWSN consists of mobile user nodes which are the 

consumers of the service and nodes providing information, or sensor nodes 
which provide the information relevant to the service. The mobile user nodes 
play the role of 'cells' of the Bionet, while the sensors (or information providing 
nodes) are the environment in which operate and are influenced by. Each user 
can participate and store information about one or more services and spreads 
the information in the network through his physical movement. Each service 
related information is associated with one or more chromosomes of the user. 
Evolution occurs as a consequence of user interactions (mating) and mutations 
(user and sensor interaction). From each interaction, new genes are created and 
consequently a different behavior of the user or the user's offsprings becomes 
possible. The evolution through mating as well as mutations are given by the 
rules of interaction (i.e. protocol) described in section 2.1. 

Changes in the environment are translated into changes in the state of the 
sensors. These changes are assimilated from the users through mutations and 
are afterwards shared with other users through matings. The information on the 
environment will in general be more accurate in the direct surrounding of the 
sensor, where the service needs to be delivered. The speed with which the in­
formation will spread will depend on the number of users in the network, their 
speed and their pattern of movement, the internal memory of each user, and 
other factors that can be set to reflex the quality of service needed. We further 
observe that the peer-to-peer information exchange gives the network some of 
the mobile ad-hoc network (MANET) properties [9]. However, rather than fol­
lowing the conventional MANET source/destination data transport paradigm 
of the Internet the Bionetic Wireless Sensor Network exchanges information 
locally, has no other 'protocol' than the one defined above and is created and 
ceases to exist corresponding to the interest in a given service. In one analogy 
while MANET will use flooding or other routing protocols to deliver the infor-
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mation from its source to its destination, BIONETS will exchange, process and 
understand the information via fusion and intelligent processing and exchange 
it only with mates and environment through a genetically dictated rules. Fur­
ther, unlike in MANET, in the case of mutual communication based on shared 
service the bionetic scenario provides the necessary incentive to the customers 
to share information, as the only mode to satisfy their own service needs. The 
user's motivation to participate in the network information dissemination is 
therefore derived from the need of the user to survive, i.e. avail himself of 
the desired service and to produce a measurable benefit from the service he is 
participating in. This benefit can be quantified as the perceived quality of the 
service and is the measure of participation as a function of individual cost and 
benefit. Lastly, in the bionetic network scenario no end to end concept exists, 
contrary to MANET where large amount of work has been done for instance to 
define routing protocols and deal with their scalability motivated by the need 
for envisioned end to end delivery. Given the focalized nature of the BIONETS, 
no scalability difficulty is present. 

In this scenario, the major task of the sensor node is to sense the environment 
and to transmit the sensed information to the user nodes in their vicinity. In the 
bionetic sensor network few, simple and cheap sensors are therefore positioned 
in the environment covered by a service in locations where service related 
information needs to be collected or delivered only. The complexity of the 
communication protocols is reduced and no Internet protocol stack is adopted on 
the sensor nodes. No addressing is needed, instead location information, which 
can be imprinted at the installation time suffice. The complexity of the network 
resides in the user nodes having the resources to communicate, store, process 
and exchange information, and to define the optimal policy for executing a 
service. The subsequent scenario demonstrates the detailed translation of these 
concepts into an operating network. 

4,1 An example: a parking lot scenario 
As an example of the environmental monitoring applications we describe 

a parking application as a possible scenario for the Bionetic Sensor Network 
realization and evaluation. The basic service of the system is assistance in 
finding the nearest parking. Each parking spot in the city is equipped with a 
sensor capable of sensing whether the parking is free or not and its geograph­
ical position (or ID). Each mobile user (vehicle) subscribing to the service is 
equipped with a device that communicates both with the sensor nodes and with 
other mobile users who subscribed to that service. The users, while moving 
around the city, collect information on the status (free/not free) of the parking 
locations they encounter. This information is stored in their devices, together 
with a time stamp of when the information has been collected. Each gene is 
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represented by a tuple describing the location of the sensor I time stamp I state of 
the sensor at which the location status has been updated. When a user passes 
a parking sensor it updates the respective gene (mutation). When two users 
come into communication range they mate and exchange their knowledge on 
the parking lot status they are aware of. If multiple users come into range the 
best, most desirable, mate is chosen as a function of its overall value of parking 
information relative to the desired location of the user. The information on the 
state of all parking spaces stored in the genes of the device of the mobile user, 
represents the chromosome. At any given time a user can query his device 
(PDA or similar), asking for the nearest free parking lot in a specific area of the 
city. Using the information in the chromosome of the parking service the user 
can then process the information and make an independent decision as to the 
best available parking area available. 

4.2 Performance evaluation 
It is intuitively clear that while the network structure in terms of cost as well 

as simplicity is significantly reduced it needs to be ascertained to what extent 
can the given approach yield a desired level of service. While the information 
on any available parking area is not available in 'real time' one can expect 
that as the number of users grows (where users carrying information related 
to parking do not have to be the parking customers alone, but can include city 
buses, trams, taxis or any other agent, including pedestrians moving around 
the city) the information can start to circulate around the city in a rapid way. 
Furthermore, while no backbone is necessary, optionally, users may be willing 
to access some kind of GIS service. If so, a backbone connection can be 
established in the user device. However, in the following analysis we will 
consider the worst case scenario, where only parking customers are exchanging 
information and no other means of communication, aside the ones given by the 
bionetic communication scenario are available. 

In order to validate the effectiveness of the proposed solution we simulate 
the described scenario and use a simple analytical model to partially validate 
the simulation. The metric used to measure the performance of the system is 
the probability of having the correct information about the parking location 
when the user arrives at it. Termed average perceived accuracy it assumes a 
value of 0 when the expected few parking is occupied, and 1 when available 
as expected. If there is no information about the sensor in the list of the user 
node, a 0.5 value is assigned. The accuracy is calculated as the average of these 
values and is chosen as it can be expected to reflect the quality of service and 
therefore user's satisfaction. 
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Figure 4,1. Simulation of the simplified analytical model 

Simplified Analytical Model. For tractability of analytical modeling con­
sider a single, long bi-directional street with S sensors spaced uniformly along 
it. The sensors have two states 0 and 1 (this translates as before into a parking 
slot being occupied or free). The change of the states follows a Poisson dis­
tribution with mean A. Information about the status of sensors is gathered by 
users driving along the street (at speed v) and by the exchange of information 
between the nodes. 
Consider two nodes that start to drive from opposite ends at a time to. They 
meet in the middle and carry the information of S/2 sensors each. We are now 
interested in the probability of having the correct information about the state of 
a sensor when arriving at the chosen parking location. The probability for an 
event X to appear after time t is given by: 

P{X >t) = e -xt (4.1) 

This means that the state of the sensor did not change within the time t. Assume 
a certain sensor that has a distance of s from the exchange point. If we want to 
have a P = 0.95 of the correct value, we can calculate the maximum distance 
in the following, simple way: 

ln{P{X > t)) = -Xt 
/n(0.95) _ s s 

- A -î i 'i;2 

V • /n(0.95) 
'= -2A 

(4.2) 

(4.3) 

(4.4) 
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With ?iVi^V2=^v = 13.88^ = 5 0 ^ and a A = 0.001 (change in the state 
of the sensors in average every 17 minutes) this means that a sensor may be 356 
meters away from the parking location to know its state with a 0.95 accuracy. 
The 50% horizon, is on the other hand approximately 4800 meters. Figure 4.1 
plots the curve of the analytical model and the simulation points, from the 
simulation model described next. As shown by this figure the correspondence 
of the two techniques is high. 

Simulation Environment. For studying the performance of the Bionetic 
Sensor Network in a more complex, two dimensional grid environment we use a 
detailed simulation model. To this end we developed an evaluation environment 
using ns-2 [1]. We extended the simpUfied model described in the previous 
chapter to a city, where each parking lot of the city center is equipped with a 
sensor. The change of the state of the parking lot follows a Poisson distribution 
as in the simplified model, i.e. the time that a parking lot is either free or 
occupied follows a negative exponential distribution. The communication range 
of each sensors is taken as 30 m. 
Users move around the city and collect information on the state of the sensors 
(free or occupied) using a CSMA/CA MAC access protocol (specifically the 
802.11 ns-2 implementation). When users meet they exchange their knowledge 
on the state of the parking lot they encountered in their way as described earlier 
in section 2.1. The mating process has been simulated according to a FIFO (First 
In First Out) policy so to reflect the relative age of the information. Duplicates 
genes are deleted afterwards according to their age in the same way as in biology, 
repeats of the same gene are prone to reduction in number and the most recently 
used gene is the most likely to be kept (section 2.1). The user buffer is assumed 
to be large enough to contain the information on the state of all the sensors in 
the area under consideration. The movement pattern of the users is determined 
according to a Manhattan Model. Each simulation was run for 10000 seconds 
(2.7 h) of simulated time. We have run different simulations scaling with the 
number of users (5, 10, 20, 30, 40, 50), with mean value of the Poisson source 
(500 and 1000) and with the size of the grid (2000x2000 and 1000x1000). The 
parameters used in the simulation are summarized in Table 4.1. 

Manhattan Mobility Model (MH). The users are moving around in the sim­
ulated environment according to the Manhattan Mobility Model. Each mobile 
node is allowed to move along horizontal and vertical streets. 
In our simulation six streets were used, each one of them consisting of two lanes 
(see Figure 4.2) crossing the grid. At every intersection point of two streets, the 
mobile user can turn left, right or go straight with probability of 0.25, 0.25 and 
50.00. The Manhattan Moving Pattern was determined using the IMPORTANT 
[6] tool. 
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Simulation Area 
Sensors MAC Protocol 
Users MAC Protocol 
Sensors Communication Range 
Users Communication Range 
Users Speed 
Users Acceleration 
Simulation Area 
Simulation Time 

1000x1000 
802.11 
802.11 
30 m. 
150 m. 

0-13.88 m/s 
1.3 m/s 

1000x1000, 2000x2000 
10000 sec. 

Table 4.1. Simulation Parameters 
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Figure 4.2. Manhattan model of 210 sensor nodes ( parking lots). 
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Number of Users 

5 
10 
20 
30 
40 
50 

Average Perceived Accuracy 
lOOOxlOOOm 

0.768802 ± 0.0383335 
0.901053 ± 0.0196254 
0.941765 ± 0.0135834 
0.957831 ±0.0110193 
0.963057 ±0.0110836 
0.973203 ± 0.014167 

Average Perceived Accuracy 
2000x2000m 

0.708716 ±0.0355418 
0.774448 ± 0.0203497 
0.864628 ±0.0171275 
0.902028 ± 0.00854402 
0.92178 ± 0.00849648 
0.936325 ±0.00893311 

Table 4.2. Average perceived accuracy and width of the 95% confidence interval for a 
lOOOxlOOOm and 2000x2000 grid and a Poisson source with mean of 1000 sec. 

Each mobile user is moving with a speed uniformly distributed between 13.88 
m/s (= 50 Km/h) and 0 and an acceleration of 1 m/s (3.6 Km/h), corresponding 
to the typical speed of a car in a city. The next position in each step of the 
simulation depends on the position of the user its velocity and the position of 
the other mobile users. 
The sensors are uniformly distributed along the streets of the city. In the 
2000x2000 grid case the total number of sensors is 210 sensors and in the 
1000x1000 grid case the number of sensors is 38. 

Simulation Results. Figure 4.3 and Figure 4.4 presents the results of a 
mean holding time of 1000 seconds (around 17 minutes) with a lOOOxlOOOm 
and 2000x2000m grid, while in Figure 4.5 and Figure 4.6 we present the results 
of the same simulation setup for a 500 second holding time. 
In each graph we present results with the number of user nodes equal to 5, 10, 
20,30,40 and 50. As shown in all graphs that after a start up time, the simulation 
converges to a mean value of around 70% in the worst case and 97% in the best 
case. The worst case corresponds to 5 users moving in a 2000x2000m grid with 
a holding time of 500 seconds (Figure 4.6), while the best case corresponds to 
50 users moving in lOOOxlOOOm grid with a holding time of 1000 (Figure 4.3). 
The length of the transient phase and the width of the 95% confidence interval 
strongly depend on the number of users. The larger the number of users, the 
faster the information circulates in the grid and the shorter is the start-up phase 
of the network. 

As seen from Figure 4.3, Figure 4.4, Figure 4.5 and Figure 4.6 the accuracy 
of the information increases with a reduced size of the grid. In a smaller area 
there is a higher probability that users meet and therefore exchange information. 
Note, however, that the result is better for 40 nodes on 4 square kilometers than 
for 10 nodes on one square kilometer, hence further study of behavior is needed. 



92 PERVASIVE COMPUTING AND NETWORKING 

4000 6000 
Time (sec.) 

Figure 4.3. Average perceived accuracy with a 1000x1000m area and a mean state holding time 
of 1000 seconds. 
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Figure 4.4. Average perceived accuracy with a 2000x2000m area and a mean state holding time 
of 1000 seconds. 



Bionetic 93 

-

- / 

h 
1* 

) ' • ' • 

•fr / 
II i 

' 1 ' 1 ' 1 

/ / ' ' . - • ' " " ' 

' 1 '• • ' ^ 

- ' V 1 1 1 1 1 

" ^ v . ,'' 

1 ' 

::x/::c:-^^ 

J 
-

— 50 users 
40 users 

- - • 30 users 
— 20 users ~ 
—- 10 users 
— -- 5 users 

1 1 
4000 6000 

Time (sec.) 

Figure 4.5. 
of 500 s. 

Average perceived accuracy with a 1000x1000m area and a mean state holding time 

4000 6000 
Time (sec.) 

Figure 4.6. Average perceived accuracy with a 2000x2000m area and a mean state holding time 
of 500 s. 

5. Conclusions 
The emerging pervasive computing and communications world demands new 

networking paradigms. In this chapter we proposed BIONETS, a radically new 
approach to the role and functioning of a communication network needed to 
support the rapidly growing pervasive environments in which huge number of 
simple mobile devices populate the supemetwork. We have proposed a model 
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deriving from evolution and genetics that describes the behavior and adaption of 
a communication system in response to service needs derived from the organic 
world. We postulated that this approach may yield similar benefits that millions 
of years of evolution have brought to living organisms allowing them to react, 
adapt and evolve together with their environment to successfully perform and 
survive. We have translated this mapping into network behavior rules and 
showed that by this translation a complete network control can be obtained. 

We have applied the BIONETS conceptual model to address a long standing 
need of developing a sensor network that can function in support of a service 
at incremental cost, low entry barrier and that fulfills the users need for a given 
appHcation. In doing so, sensor nodes may be reUeved of the burden of multi-
hop transport and relaying of data and become essentially passive devices with 
a very small active (sensing) component. We showed the feasibility of such an 
approach by considering in detail a simple parking service. 
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Abstract The joint problem of transmission-side diversity and routing in wireless networks 
is studied. It is assumed that each node in the network is equipped with a sin­
gle omni-directional antenna and multiple nodes are allowed to coordinate their 
transmissions to achieve transmission-side diversity. The problem of finding the 
minimum energy route under this setting is formulated. Analytical asymptotic 
results are obtained for lower bounds on the resulting energy savings for both a 
regular line network topology and a grid network topology. For a regular line 
topology, it is possible to achieve energy savings of 39%. For a grid topology, it 
is possible to achieve energy savings of 56%. For arbitrary networks, we develop 
heuristics with polynomial complexity which result in average energy savings of 
30% — 50% based on simulations. 

Keywords: Wireless, cooperation, routing, energy efficiency, diversity, ad-hoc networks. 

1. Introduction 
In this chapter, we study the problem of routing, cooperation and energy 

efficiency in wireless ad-hoc networks. In an ad-hoc network, nodes often spend 
most of their energy on communication [1]. In most applications, such as sensor 
networks, nodes are usually small and have limited energy suppHes. In many 
cases, the energy supplies are non-replenishable and energy conservation is a 
determining factor in extending the Hfe time of these networks. For this reason, 
the problem of energy efficiency and energy efficient communication in ad-hoc 
networks has received a lot of attention in the past several years. This problem, 
however, can be approached from two different angles: energy-efficient route 
selection algorithms at the network layer or efficient communication schemes 
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at the physical layer. While each of these two areas has received a lot of 
attention separately, not much work has been done in jointly addressing these 
two problems. Our analysis in this chapter tackles this less studied area. 

Motivated by results from propagation of electromagnetic signals in space, 
the amount of energy required to establish a link between two nodes is usually 
assumed to be proportional to the distance between the communicating nodes 
raised to a constant power. This fixed exponent, referred to as the path-loss 
exponent, is usually assumed to be between 2 to 4. Due to this relationship 
between the distance between nodes and the required power, it is usually ben­
eficial, in terms of energy savings, to relay the information through multi-hop 
route in an ad-hoc network. Multi-hop routing extends the coverage by allow­
ing a node to establish a multi-hop route to communicate with nodes that would 
have otherwise been outside of its transmission range. Finding the minimum 
energy route between two nodes is equivalent to finding the shortest path in a 
graph in which the cost associated with a link between two nodes is proportional 
to the distance between those nodes raised to the path-loss exponent. Figure 5.1 
shows an example of a multi-hop route between two nodes. 

Figures.]. Multi-hop Relaying 

The problem becomes more interesting once some special properties of the 
wireless medium are taken into account. In particular, there are three proper­
ties of the wireless physical layer that have motivated our work: the wireless 
broadcast property, the benefits of transmission side diversity, and multi-path 
fading. 

A wireless medium is a broadcast medium in which signal transmitted by a 
node is received by all nodes within the transmission radius. For example, in 
figure 5.2, the signal transmitted by s is received by both nodes 1 and 2. This 
property, usually referred to as the Wireless Broadcast Advantage (WBA), was 
first studied in a network context in [3]. Clearly, this property of the wireless 
physical medium significantly changes many network layer route selection al­
gorithm. The problem of finding the minimum energy multi-cast and broadcast 
tree in a wireless network is studied in [3] and [4]. This problem is shown to 
be NP-Complete in [5] and [6]. WBA also adds substantial complexity to route 
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selection algorithms even in non-broadcast scenarios. For example, this model 
is used in [8] in the context of selecting the minimum energy link and node 
disjoint paths in a wireless network. 

Figure 5.2. Wireless Broadcast Advantage 

Another interesting property of the wireless medium is the benefit of space 
diversity at the physical layer. This type of diversity is achieved by employing 
multiple antennas on the transmitter or the receiver side. It is well known that 
transmission side diversity, i.e. using multiple antennas on the transmitter, re­
sults in significant energy savings (see [2]). In the network setting studied in 
this chapter, we assume that each node is only equipped with a single antenna. 
Hence, a straight forward extension of multiple-antenna results to a network 
setting is not possible. However, it might be possible that several nodes can 
cooperate with each other in transmitting the information to other nodes, and 
through this cooperation effectively achieve similar energy savings as a multi­
ple antenna system. We call the energy savings due to cooperative transmission 
by several nodes the Wireless Broadcast Advantage. An overview of differ­
ent transmission side diversity techniques is given in [2]. An architecture for 
achieving the required level of coordination among the cooperating nodes is 
discussed in [9]. 

In the problem studied in this chapter, we intend to take advantage of the 
wireless broadcast property and the transmission side diversity created through 
cooperation to reduce the end-to-end energy consumption in routing the infor­
mation between two nodes. To make it clear, let's look at a simple example. 
For the network shown in figure 5.1, assume the minimum energy route from 
s to d is determined to be as shown. As discussed previously, the information 
transmitted by node s is received by nodes 1 and 2. After the first transmis­
sion, nodes s, 1 and 2 have the information and can cooperate in getting the 
information to d. For instance, these 3 nodes can cooperate with each other in 
transmitting the information to node 3 as shown in figure 5.3. 
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Several questions arise in this context: how much energy savings can be 
reaUzed by allowing this type of cooperation to take place? What level of 
coordination among the cooperating nodes is needed? And how must the route 
selection be done to maximize the energy savings? 

Figure 5.3. Cooperative Transmission 

These are the problems that we look at here. We develop a formulation that 
captures the benefit of cooperative transmission and develop an algorithm for 
selecting the optimal route under this setting. We formulate the problem of 
finding the minimum energy cooperative route as two separate minimization 
problems. First, we look at the problem of optimal transmission of information 
between two sets of nodes. A separate problem is how to decide which nodes 
must be added to the reliable set in each transmission such that the informa­
tion is routed to the final destination with minimum overall energy. We use 
dynamic programming to solve this second minimization problem. We present 
analytical results for the lower-bound of savings in networks with regular line 
or grid topology. We also propose two heuristics for finding the optimal path in 
arbitrary networks and present simulation results for the average energy savings 
of those heuristics. 

2. Cooperative Transmission 
Consider a wireless ad-hoc network consisting of arbitrarily distributed nodes 

where each node has a single omni-directional antenna. We assume that each 
node can dynamically adjust its transmitted power to control its transmission 
radius. It is also assumed that multiple nodes cooperating in sending the in­
formation to a single receiver node can precisely delay their transmitted signal 
to achieve perfect phase synchronization at the receiver. Under this setting, 
the information is routed from the source node to the destination node in a se­
quence of transmission slots, where each transmission slot corresponds to one 
use of the wireless medium. In each transmission slot/stage, either a node is 
selected to broadcast the information to a group of nodes or a subset of nodes 
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that have already received the information cooperate to transmit that informa­
tion to another group of nodes. As explained shortly, under our assumption 
it is only reasonable to restrict the size of the receiving set to one node when 
multiple nodes are cooperating in the transmission. So, each transmission is 
either a broadcast, where a single node is transmitting the information and the 
information is received by multiple nodes, or a cooperative, where multiple 
node simultaneously send the information to a single receiver. We refer to the 
first case as the Broadcast Mode and the second case at the Cooperative Mode. 
In the Broadcast Mode, we take advantage of the known Wireless Broadcast 
Advantage. In the Cooperative Mode, we benefit from the newly introduced 
concept of Wireless Cooperative Advantage, 

The routing problem can be viewed as a multi-stage decision problem, where 
at each stage the decision is to pick the transmitting and the receiving set of 
nodes as well as the transmission power levels among all nodes transmitting 
in that stage. The objective is to get the information to the destination with 
minimum energy. The set of nodes that have the information at the k^^ stage 
is referred to as the fc^^-stage Reliable Set, S ,̂ and the routing solution may 
be expressed as a sequence of expanding reliable sets that starts with only the 
source node and terminates as soon as the reliable set contains the destination 
node. We denote the transmitting set by S and the receiving set by T. The link 
cost between S and T, LC(S, T), is the minimum power needed for transmitting 
from S to T. 

In this chapter, we make several idealized assumptions about the physical 
layer model. The wireless channel between any transmitting node, labeled Sj, 
and any receiving node, labeled tj, is modeled by two parameters, its magni­
tude attenuation factor ay and its phase delay öy. We assume that the channel 
parameters are estimated by the receiver and fed back to the transmitter. This 
assumption is reasonable for slowly varying channels, where the channel co­
herence time is much longer than the block transmission time. We also assume 
a free space propagation model where the power attenuation ay is proportional 
to the inverse of the square of the distance between the communicating nodes 
Si and tj. For the receiver model, we assume that the desired minimum trans­
mission rate at the physical layer is fixed and nodes can only decode based on 
the signal energy collected in a single channel use. We also assume that the 
received information can be decoded with no errors if the received Signal-to-
Noise ration, SNR, level is above a minimum threshold SNRmin, and that no 
information is received otherwise. Without loss of generality, we assume that 
the information is encoded in a signal (/)(t) that has unit power P^ = 1 and that 
we are able to control the phase and magnitude of the signal arbitrarily by mul­
tiplying it by a complex scaling factor Wj before transmission. The transmitted 
power by node i is |wip. The noise at the receiver is assumed to be additive, 
and the noise signal and power are denoted by r/(t) and P^, respectively. This 
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simple model allows us to find analytical results for achievable energy savings 
in some simple network topologies. 

2,1 Link Cost Formulation 
In this section, our objective is to understand the basic problem of optimal 

power allocation required for successful transmission of the same informa­
tion from a set of source nodes S = {si, S2, • • •, Sp} to a set of target nodes 
T = {ti, t2, • • •, tm}. In order to derive expressions for the link costs, we con­
sider 4 distinct cases: 

1 Point'to-Point Link: n = 1, m = 1: In this case, only one node is trans­
mitting within a time slot to a single target node. 

2 Point-to-Multi-Point, Broadcast Link: n = 1, m > 1: This type of link 
corresponds to the broadcast mode introduced in the last section. In this 
case, a single node is transmitting to multiple target nodes. 

3 Multi-Point-to-Point, Cooperative Link: n > l ,m = 1: This type of link 
corresponds to the cooperative mode introduced in the last section. In 
this case, multiple nodes cooperate to transmit the same information to 
a single receiver node. We will assume that coherent reception, i.e. the 
transmitters are able to adjust their phases so that all signals arrive in phase 
at the receiver. In this case, the signals simply add up at the receiver and 
complete decoding is possible as long as the received SNR is above the 
minimum threshold SNRmin. Here, we do not address the feasibility 
of precise phase synchronization. The reader is referred to [9] for a 
discussion of mechanisms for achieving this level of synchronization. 

4 Multi-Point-to-Multi-Point Link: n > 1, m > 1: This is not a valid op­
tion under our assumptions, as synchronizing transmissions for coherent 
reception at multiple receivers is not feasible. Therefore, we will not be 
considering this case. 

PoinMo-Point Link: n = 1, m = 1. In this case, S = {si} and T = {ti}. 
The channel parameters may be simply denoted by a and Ö, and the transmitted 
signal is controlled through the scaUng factor w. Although in general the scaUng 
factor is a complex value, absorbing both power and phase adjustment by the 
transmitter, in this case we can ignore the phase as there is only a single receiver. 
The model assumptions made in Section 2 imply that the received signal is 
simply: 

r(t) =ae^^W(/>(t) + ry(t)-

where (j){t) is the unit-power transmitted signal and ry(t) is the receiver noise 
with power P-̂ . The total transmitted power is P j = |wp and the SNR ratio 
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a^lwp at the receiver is pi ' . For complete decoding at the receiver, the SNR must 
be above the threshold value SNRmJn. Therefore the minimum power required, 
PT, and hence the point-to-point link cost LC(si, ti), is given by: 

LC(si,ti)^PT = ^ ^ ^ 7 ^ ' ' - (5.1) 

In equation 5.1, the point-to-point Hnk cost is proportional to ^ , which is the 
power attenuation in the wireless channel between si and ti, and therefore is 
proportional to the square of the distance between si and ti under our propa­
gation model. 

Point-tO'Multi-Point, Broadcast Link: n = l ,m > 1. In this case, S = {si} 
and T = {ti, t2, • • •, tm}, hence m simultaneous SNR constraints must be sat­
isfied at the receivers. Assuming that omni-directional antennas are being used, 
the signal transmitted by node si is received by all nodes within a transmission 
radius proportional to the transmission power. Hence, a broadcast link can be 
treated as a set of point-to-point links and the cost of reaching a set of node is 
the maximum over the costs for reaching each of the nodes in the target set. 
Thus the minimum power required for the broadcast transmission, denoted by 
LC(si,T), is given by: 

LC(s,T) = max{LC(si,ti),LC(si,t2),---,LC(si,tn,)}- (5.2) 

Multi-Point-tO'Point, Cooperative Link: n > l ,m = 1. In this case 
S = {si, S2, • • •, Sn} and T == {ti}. We assume that the n transmitters are able 
to adjust their phases in such a way that the signal at the receiver is: 

n 

rW-J]aii |wi|</.(t) + r?(t)-
i 

The total transmitted power is J2^=i KiP ^^^ the received signal power is 
I X ĵLi Wjajip. The power allocation problem for this case is simply 

n 

min > IwiP 
1=1 

s.t. ^ i k ^ ^ i ^ > SNR... (5.3) 
Try 

Lagrangian multiplier techniques may be used to solve the constrained op­
timization problem above. The resulting optimal allocation for each node i is 
given by 
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I Wi I = - ^ VSNRminPry' (5.4) 

The resulting cooperative link cost LC(S, ti), defined as the optimal total power, 
is therefore given by 

LC(S,ti) = PT 
n 

E l ^ i2 

i = l 

2 (5.5) 
ii En 2 

i = l SNR, 

It is easy to see that it can be written in terms of the point-to-point link costs 
between all the source nodes and the target nodes (see Equation 5.1) as follows: 

LC(S,ti) =: 1 , 1 ^— . 1 ' (5.6) 
LC(si,t i ) + LC(s2,t2) + • • • + LC(sn,ti) 

A few observations are worth mentioning here. First, based on equation 5.4, the 
transmitted signal level is proportional to the channel attenuation. Therefore, in 
the cooperative mode all nodes in the reliable set cooperate to send the informa­
tion to a single receiver. In addition, based on equation 5.6, the cooperative cost 
is smaller than each point-to-point cost. This conclusion is intuitively plausible 
and is a proof on the energy saving due to the Wireless Cooperative Advantage. 

2.2 Optimal Cooperative Route Selection 

The problem of finding the optimal cooperative route from the source node s 
to the destination node d, formulated in Section 2, can be mapped to a Dynamic 
Programming (DP) problem. The state of the system at stage k is the reliable 
set Sk, i.e. the set of nodes that have completely received the information by 
the k^^ transmission slot. The initial state So is simply {s}, and the termination 
states are all sets that contain d. The decision variable at the k̂ ^ stage is U|<, the 
set of nodes that will be added to the reliable set in the next transmission slot. 
The dynamical system evolves as follows: 

Sk+i^SkUUk k = l ,2 , . . . (5.7) 

The objective is to find a sequence {11̂ } or alternatively {S^} so as to mini­
mize the total transmitted power Pj , where 

PT = Y1 '-C(Sk, Uk) = Yl "-̂ (5̂ , Sk+i - Sk)- (5.8) 
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We will refer to the solution to this problem as the optimal transmission 
policy. The optimal transmission policy can be mapped to finding the shortest 
path in the state space of this dynamical system. The state space can be rep­
resented by as graph with all possible states, i.e. all possible subsets of nodes 
in the network, as its nodes. We refer to this graph as the Cooperation Graph. 
Figure 5.6 show the cooperation graph corresponding to the 4-node network 
shown in Figure 5.1. 

Layer 0 Layer 1 Layer 2 Layer 3 Terminal Node 

Figure 5.4. Cooperation Graph for a 4-Node Network 

Nodes in the cooperation graph are connected with arcs representing the 
possible transitions between states. As the network nodes are allowed only to 
either fully cooperate or broadcast, the graph has a special layered structure 
as illustrated by Figure 5.6. All nodes in the k̂ ^ layer are of size k + 1, and 
a network with n + 1 nodes the cooperation graph has n layers, and the k̂ ^ 

n 
layer has nodes. Arcs between nodes in adjacent layers correspond to 

cooperative links, whereas broadcast links are shown by cross-layer arcs. The 
costs on the arcs are the link costs defined in Section 2.1. All terminal states are 
connected to a single artificial terminal state, denoted by D, by a zero-cost arc. 
The optimal transmission policy is simply the shortest path between nodes s and 
D. There are 2" nodes in the cooperation graph for a network with n + 1 nodes. 
Therefore standard shortest path algorithms will in general have a complexity 
of 0(2^"). However, by taking advantage of some special properties of the 
cooperation graph, we are able to come up with an algorithm with complexity 
reduced to 0(n2"). This algorithm is based on scanning the cooperation graph 
from left to right and constructing the shortest path to each nodes at the k*̂  
layer based on the shortest path to nodes in the previous layers. The Sequential 
Scanning Algorithm is outlined below. 
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Sequential Scanning Algorithm This is the algorithm for finding the 
optimal cooperative route in an arbitrary network based on finding the 
shortest path in the corresponding cooperation graph. 

Initialize Initialize the cooperation graph data structure. Initialize the layer 
counter k to k = 1. 

Repeat Construct to the shortest path to all nodes at the k*̂  layer based 
on the shortest path to all nodes in the previous layers. Increment the 
counter. 

Stop Stop when D is reached, i.e. when k = n + 1. 

For a network with n + 1 nodes, the main loop in this algorithm is repeated n 

times and at the k̂ ^ stage the shortest path to ( , 1 nodes must be calculated. 

This operation has a complexity of order 0(2"), hence finding the optimal route 
is of complexity 0(n2"). 

Although the Sequential Scanning Algorithm substantially reduces the com­
plexity for finding the optimal cooperative route in an arbitrary network, its 
complexity is still exponential in the number of nodes in the wireless network. 
For this reason, finding the optimal cooperative route in an arbitrary network 
becomes computationally intractable for larger networks. We will focus on 
developing computationally simpler and relatively efficient heuristics and on 
assessing their performance through simulation. 

2.3 Example 
Having developed the necessary mathematical tools, we now present a sim­

ple example that illustrates the benefit of cooperative routing. Figure 5.5 shows 
a simple network with 4 nodes. The arcs represent links and the arc labels are 
point-to-point link costs. The diagrams below show the six possible routes, PQ 
through P5. Po corresponds to a simple 2-hop, non-cooperative minimum en­
ergy path between s and d. Pi, P2, and P3 are 2-hop cooperative routes, whereas 
P4 and P5 are 3-hop cooperative routes. Figure 5.6 shows the corresponding 
cooperation graph for this network. Each transmission policy corresponds to a 
distinct path between {s} and D in this graph and the minimum energy policy of 
P3 corresponds to the shortest path. Table 5.1 fists the costs of the six policies. 

3. Analytical Results for Line and Grid Topologies 
In this section, we develop analytical results for achievable energy savings 

in line and grid networks. In particular, we consider a Regular Line Topology 
(see Figure 5.7) and a Regular Grid Topology (see Figure 5.8) where nodes are 
equi-distant from each other. Before proceeding further, let us define precisely 
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s sending information to d 

• D - • 

2 hop no cooperation 

2 hop with cooperation 

-^ 2"" hop 
^ 

> 3'''' hop 

<^ . - t ,> p, 

3 hop with cooperation 

Figure 5.5. 4-Node Network Example 
95 

Figure 5.6. 4-Node Cooperation Graph 
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No. 

Po 
Pi 
P2 
Ps 

P4 
Ps 

Policy 

NonCooperative 

(H,{5 ,2} ,{s ,2 ,d}) 
( { s } , { 5 , l } , { s , l , d } ) 
( {5} ,{5 ,1 ,2} ,{S ,1 ,2 ,4 ) 

(H,{s,2},{s,l,2},{s,l,2,4) 
({5},{5,1},{S,1,2},{5,1,2,C^}) 

Cost 

65 
^Ql.h 

P:i57.9 
?^55.9 
?^73.6 
Äi65.2 

7a /̂̂  5.7. Transmission Policies for Figure 5.5 

what we mean by energy savings for a cooperative routing strategy relative to 
the optimal non-cooperative strategy: 

Savings = 
PT(Non — cooperative) — PT(Cooperative) 

(5.9) 
PT(Non — cooperative) 

where P j (strategy) denotes the total transmission power for the strategy. 

3.1 Line Network-Analysis 
Figure 5.7) shows a regular line where nodes are located at unit distance 

from each other on a straight line. In our proposed scheme, we restrict the 
cooperation to nodes along the optimal non-cooperative route. That is, at each 
transmission slot, all nodes that have received the information cooperate to send 
the information to the next node along the minimum energy non-cooperative 
route. This cooperation strategy is referred to as the CAN {Cooperation Along 
the Minimum Energy Non-Cooperative Path) strategy. 

0 1 2 

s d 

1 2 3 n-1 

> • 

Figure 5.7. Regular Line Topology 

For the 3-node line network in Figure 5.7, it is easy to show that the optimal 
non-cooperative routing strategy is to relay the information through the middle 
node. Since a longer line network can be broken down into short 2-hop compo­
nents, it is clear that the optimal non-cooperative routing strategy is to always 
send the information to the next nearest node in the direction of the destination 
until the destination node is reached. From Equation 5.1, the link cost for every 

, where a is the magnitude attenuation between two adjacent SNRr^inP^ 
Stage is 
nodes 1-distance unit apart. Under our assumptions, a^ is proportional to the 
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inverse of the distance squared. Therefore, 

PT(Non — cooperative) = n "!!'" ^ - (5.10) 

With the CAN strategy, after the m̂ ^ transmission slot, the reliable set is 
Sm = {s, 1, • • •, m}, and the link cost associated with the nodes in S^ cooperat­
ing to send the information to the next node (m + 1) follows from Equation 5.6 
and is given by 

LC(S^,m + l ) ^ ^m+ia2 • (5-11) 

Therefore, the total transmission power for the CAN strategy is 

n - l 

P T ( C A N ) = 5 ]LC(S^ ,m + l ) 

m=0 

n - l 
SNRminPry 

^ C(m + 1) ' a2 ^^ ,C(m + l ) ' 
(5.12) 

m 

where C ( m ) - ^ 72* (^-l^) 
I 

i = l 

Before moving to find the savings achieved by CAN in a line, we need to proves 
the following simple lemma regarding the existence of the average of terms for 
a decreasing sequence. 

LEMMA 5.1 Let an be a decreasing sequence with a finite limit c, then: 

""'m—>oo rn — 

Proof: For any value of m, let mo be an arbitrary integer less than m: 

lim 2 - - i i l l = lim - y ; a n + T a„ 
m->oo m m—>oo m \ ^-^ ^-^ I 

\ n = l n = m o + l / 
mo - m l im — 7 an + l im — 7 an 

m-̂ cxD m ^—^ m-̂ 00 m ^-^ 
n = l n = m o + l 

1 m - (mo + 1) m 
n i l ' -I- m - ^riio -r i v " ^ 

= 0 + lim -— > an 
m^oo mm — (mo + 1) ^-^ 

^ ^ n=mo+l 
,. m- (mo + l ) 1 ^ 

= hm 7 —- > an 
m->oo m m —(mo + 1 ^—^ 

^ ' n=mo+l 
m- (mo + l ) ,. 1 A 

= hm lim — > an 
m ^ o o m m->oo m — ( m o + 1) ^-^ 

^ ' n=mo+l 
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1 "" 
= lim —- y] 3n • m-^oo m - (mo + 1) 

^ ^ n=mo+l 
(5.14) 

Since an is a decreasing sequence, all terms in the final sum are less than amo-
Furthermore, limn->ooan = c. So, all terms in the final sum are greater than c. 
Hence: 

c < lim ^ " - ^ " = lim V a n < a , , , . (5.15) 
m-^oo m m->oo m - (iTIo + 1) ^^^ , 

n=mo+l 

For increasing values of m, mo may be chosen such that amo ^̂  arbitrarily close 
to c and the proof is established. 

T H E O R E M 5.2 For a regular line network as shown in Figure 5.7, the CAN 

strategy results in energy savings of {1 — ̂  X^m=i c ( ^ ) ' ^^ ^^^ number of 

nodes inthe network grows, the energy savings value approaches {1 — ̂ ) ^ 39%. 

Proof: The minimum energy non-cooperative routing a regular line network 
with n hops has cost equal to n. The cost of the optimal cooperation scheme, 
i.e. the CAN strategy, is: 

n n ^ 

PT(Cooperative) = \ ^ l-C({s, • • •, m — 1}, m) = V ^ ——r (5.16) 

m=l ^1 ^('^) 

where C(m) is defined by equation 5.13. The energy savings achieved, as 
defined by equation 5.11, is: 

^ . , X PT(Non - Cooperative) — PT(Cooperative) ^̂  ^^^ 
Savings n = - ^ — - f - ^ L L » ^ L 5.17 

PT(Non - Cooperative) 

= " " ^ " - ^ ^ (5.18) 
n 

m = l ^ ^ 

0 7 ^ is a decreasing sequence with limit of ^ . So, based on lemma 5.1 we 

have: 
1 " 1 6 

lim Savings(n) = 1 - lim - Y^ -——- = 1 5- (5.20) 
n-^00 n-^00 n ^ C(m) TT̂  

m = l ^ ^ 

This establishes the claim and completes the proof. 
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3.2 Grid Network 

111 

Figure 5.8 shows a regular n x n grid topology with s and d located at opposite 
corners. A n x n grid can be decomposed into many 2 x 2 grid. Assuming that 
the nodes are located at a unit distance from each other, in a 2 x 2 grid, a 
diagonal transmission has a cost of 2 units, equal to the cost of one horizontal 
and one vertical transmission. For this reason, in an n x n grid there are many 
non-cooperative routes with equal cost. Figure 5.8 shows two such routes for 
an n X n grid. 

.^/ 
rP^/ 

^ . >i 
Cost=1 

2x2 nxn 

Figure 5.8. Regular Grid Topology 

The minimum-energy non-cooperative route is obtained by a stair-like poHcy 
(illustrated in Figure 5.8), and its total power is 2n. We will base our analysis 
for deriving the bound for saving based on this stair-hke non-cooperative path. 
The following theorem stated the energy savings achieved by the CAN strategy 
appHed to this non-cooperative route. 

THEOREM 5.3 For a regular grid network as shown in Figure 5.8, the energy 
savings achieved by using the CAN strategy approaches 56% for large networks. 

Proof: Figure 5.9 shows an intermediate step in routing the information is a 
regular grid. At this stage, all the nodes with a darker shade, nodes 1 through 8, 
have received the information. In the next step, the information must be relayed 
to node 9. The cooperative cost of this stage is 
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'f\ 9 

/ 6 7,U^ 
/ • 7 

/.4 .5/ 

s 

Figure 5.9. Cooperative Routing in a Grid Topology 

LC({l,..-,8},9) = 
Z^ i= l 

1 
LC{i,9) 

1 ^ 2 ^ 5 ^ 8 T̂  13 ^ 18 ^ 25 ^ 32 
(5.21) 

l l j _ J _ l l J _ J _ 
l " ' ' 5 " ^ 1 3 ' ^ 2 5 ^ 2 " ^ 8 ' * " l 8 " ' " 3 2 

(5.22) 

In general, the cooperative cost of the m}^ stage of the proposed strategy is 

Cgrid(m) = LC({l,---,m},m + l) 

(5.23) 
Em 1 

i=l LC(i,m) 

It is not too hard to see that the point-to-point costs have the following form 

m — i' 

2 r< m — i 

2 
LC(i,m) = 

Using Equation 5.24, Equation 5.23 can be written as 

Cgnd(m) = 

(5.24) 

Em 1 

i=l LC(i,m) 

1 
Em 

(f¥ir+(L¥jr 
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- -T^l ^ F T - ^̂ -̂ ^̂  
V ^ I T I 1 I V L T J 1 
Z^k=l 2k2-2k+l "^ Z^k=l 2l? 

Comparing Equation 5.22 and Equation 5.25, it is easy to see that the first group 
of terms is generated by the first sum term and the second group is generated 
by the second sum term. Cgrid (m) is a decreasing sequence of numbers and can 
be shown, using Maple, to have a Umit equal to 0.44. 

The total cost for the cooperative route in an n x n grid is 
2n 

Pj(Cooperative) = Y ^ Cgrici(m) (5.26) 
m = l 

The energy saving, as defined by equation 5.9, is 

PT(Non — Cooperative) — PT(Cooperative) 
Savings(n) = 

PT(Non — Cooperative) 

2 n - E m = l ^ g r i d ( m ) 

2n 
1 "̂ 

= l-2;^E^gnd(m) (5.27) 
m = l 

Since Cgrid(m) is a decreasing sequence and limm-̂ oo Cgrid(ni) = 0.44, by 
lemma 5.1, the savings in the case of a regular grid, as calculated in equa­
tion 5.27, approaches 1 — 0.44 = 56%. This establishes the claim and com­
pletes the proof for the lower bound of achievable savings in a regular grid. 

4. Heuristics & Simulation Results 

We present two possible general heuristic schemes and related simulation re­
sults. The simulations are over a network generated by randomly placing nodes 
on an 100 X 100 grid and randomly choosing a pair of nodes to be the source 
and destination. For each realization, the minimum energy non-cooperative 
path was found. Also, the proposed heuristic were used to find co-operative 
paths. The performance results reported are the energy savings of the result­
ing strategy with respect to the optimal non-cooperative path averaged over 
100,000 simulation runs. 

The two heuristics analyzed are outlined below. 

CAN-L Heuristic Cooperation Along the ̂ on-Cooperative Optimal Route: 

This heuristic is based on the CAN strategy described Section 3. CAN-L 
is a variant of CAN as it limits the number of nodes allowed to participate 
in the cooperative transmission to L. In particular, these nodes are chosen 
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to be the last L nodes along the minimum energy non-cooperative path. 
As mentioned before, in each step the last L nodes cooperate to transmit 
the information to the next node along the optimal non-cooperative path. 
The only processing needed in this class of algorithm is to find the optimal 
non-cooperative route. For this reason, the complexity of this class of 
algorithms is the same as finding the optimal non-cooperative path in a 
network or O(N^). 

PC-L Heuristic Progressive Cooperation: 

Initialize Initialize Best Path to the optimal non-cooperative route. 
Initialize the ^uper Node to contain only the source node. 

Repeat Send the information to the first node along the current Best 
Path. Update the 5uper Node to include all past L nodes along 
the current Best Path. Update the link costs accordingly, i.e. by 
considering the Super Node as a single node and by using equa­
tion 5.6. Compute the optimal non-cooperative route for the new 
network/graph and update the Best Path accordingly. 

Stop Stop as soon as the destination node receives the information. 

For example, with L = 3, this algorithm always combines the last 3 nodes 
along the current Best Route into a single node, finds the shortest path 
from that combined node to the destination and send the information 
to the next node along that route. This algorithm turns out to have a 
complexity of O(N^) since the main loop is repeated 0(N) times and 
each repetition has a complexity of O(N^). 

A variant of this algorithm keeps a window W of the most recent nodes, 
and in each step all subsets of size L among the last W nodes are examined 
and the path with the least cost is chosen. This variant has a complexity 

of 0 M J. j X N^ J, where W is the window size. We refer to this 

variant as Progressive Cooperation with Window. 

Figures 5.10 and 5.11 show average energy savings ranging from 20% to 
50% for CAN and PC algorithms. It can be seen that PC-2 performs almost 
as well as CAN-3 and PC-3 performs much between than CAN-4. This show 
that the method for approximating the optimal route is very important factor 
in increasing the savings. Figures 5.12 compares CAN, PC, and PC-W on the 
same chart. It is seen that PC-3-4 performs better than PC-3, which performs 
substantially better than CAN-4. In general, it can be seen that the energy 
savings increase with L, and that improvements in savings are smaller for larger 
values of L. As there is a trade-off between the algorithm complexity and 
the algorithm performance, these simulation results indicate that it would be 
reasonable to chose L to be around 3 or 4 for both the CAN and PC heuristics. 
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Cooperation Along the Minimum Energy Non-Cooperative Path 

-

CAN-4 

/ CAN-3 

CAN-2 

/ .,.: 
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Figure 5.10. Performance of CAN 
Progressive Cooperation 
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Figure 5.11. Performance of PC 
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Comparison of CAN.PC, and PCW 

z 

20 22 24 26 28 30 32 34 36 

Network Size 

Figure 5.12. Comparison 

5. Conclusions 
In this chapter we formulated the problem of finding the minimum energy 

cooperative route for a wireless network under idealized channel and receiver 
models. Our main assumption were that the channel states are known at the 
transmitter and precise power and phase control, to achieve coherent reception 
is possible. We focused on the optimal transmission of a single message from a 
source to destination through sets of nodes, that may act as cooperating relays. 
Fundamental to the understanding of the routing problem was the understanding 
of the optimal power allocation for a single message transmission from a set of 
source nodes to a set of destination nodes. We presented solutions to this prob­
lem, and used these as the basis for solving the minimum energy cooperative 
routing problem. We used Dynamic Programming (DP) to formulate the coop­
erative routing problem as a multi-stage decision problem. However, general 
shortest algorithms are not computationally tractable and are not appropriate 
for large networks. For a Regular Grid Topology and a Regular Grid Topology, 
we analytically obtained the energy savings due to cooperative transmission, 
demonstrating the benefits of the proposed cooperative routing scheme. For 
general topologies, we proposed two heuristics and showed significant energy 
savings (close to 50%) based on simulation results. 
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IN-NETWORK DECISION MAKING VIA LOCAL 
MESSAGE-PASSING* 
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Abstract We consider in-network data processing to classify an unknown event based on 
noisy sensor measurements. The sensors are distributed and can only exchange 
messages through a network. The sensor network is modeled by means of a 
graph, which captures the connectivity of different sensor nodes in the network. 
The task is to arrive at a consensus about the event after exchanging such mes­
sages. The focus of this paper is twofold: a) characterize conditions for reaching 
a consensus; b) derive conditions for when the consensus converges to the central­
ized MAP estimate. The novelty of the paper lies in applying belief propagation 
as a message passing strategy to solve a distributed hypothesis testing problem 
for a pre-specified network connectivity. We show that the message evolution 
can be re-formulated as the evolution of a linear dynamical system, which is 
primarily characterized by network connectivity. This leads to a fundamental 
understanding of as to which network topologies naturally lend themselves to 
consensus building and conflict avoidance. 

Keywords: Sensor networks, in-network data processing, belief propagation, statistical de­
cision making. 

1. Introduction 
Recent advances in sensor and computing technologies [11, 15, 8] enable 

massively distributed networks of sensors as candidate technologies to provide 
real-time information in diverse applications such as building safety, environ-

*This work was supported by NSF CAREER Program under grant ANI-0238397 and ONR Young Investi­
gator Award N00014-02-100362. 
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mental remediation, habitat monitoring, power systems and manufacturing [13]. 
These networks are constructed of tiny and relatively unsophisticated devices 
that are capable of sensing, processing and exchanging data over a wireless 
medium, producing aggregate results far greater than their individual capabili­
ties. The potential of networked sensing by such devices is enormous, yet there 
are significant challenges in realizing this potential by designs that are reliable, 
efficient and scalable. 

The broad aim of networked sensing is to use a distributed group of sensors 
and decision agents to reliably classify, localize, and track relevant dynamic 
events in a timely manner within the constraints imposed by the ad hoc net­
working environment. While this task touches upon problems studied in the 
contexts of distributed computing and ad hoc networking, standard results from 
these areas alone are not adequate in the present setting due to the following 
factors: (i) Inherent uncertainty: sensors operate in a noisy environment and 
therefore generate unreliable data, which leads to local false alarms. In addi­
tion, the underlying process may display rapid, unanticipated change, leading 
to temporal uncertainty. Finally, many processes of interest display high spatial 
variability, yet may be only sparsely sampled in this dimension, (ii) Robustness: 
sensors are prone to failures, thereby robustness is an indispensable quality for 
proper operation, (iii) Ad-hoc networking environment: Envisioned applica­
tions require ad-hoc operating modes that do not admit stringent planning of the 
communication infrastructure. This restriction entails uncontrolled topologies, 
unscheduled sensor transmissions and a predominantly event-driven network 
operation, (iv) Power limitations: Transmit power determines communication 
range, and leads to an interplay between logical network topology and lifetime 
of a network of energy-limited sensors. Put another way, increased direct cen­
tralization bears an increased power cost, and thus raises a question of how 
to balance coordination against a finite energy source. The energy limitation 
also raises the question of what should be transmitted by individual sensors 
in order to achieve efficient overall system operation while conserving energy. 
This latter observation points to adapting and refining data by cooperating with 
other sensors as a critical asset in network efficiency. 

In this paper we focus on a scenario involving noisy sensors observing a 
single, common event. The sensors operate in a distributed fashion in that they 
make local measurements and can only exchange messages through a network. 
The sensor network is thereby modeled by means of a graph, which captures the 
connectivity of different sensor nodes in the network. The task is to arrive at a 
certain consensus about the event after exchanging such messages. In principle 
the consensus is intended to classify the observed event among one of M hy­
potheses. If the observations are centrally available there is a well-established 
solution methodology for optimal solutions of such problems [33]. Fundamen-
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tal questions arise wlien data is distributed and the centralized solutions are no 
longer feasible due to time and communication rate constraints. 

Unlike the traditional settings our attention is limited to: a) fixed network 
topology that provides a fixed routing mechanism between different sensor 
nodes; b) exchanging informative data, as opposed to local decisions, between 
different sensor nodes. Pearl's beUef propagation algorithm [26] is investigated 
here as a natural mechanism for exchanging informative data. The main idea 
can be explained as follows: A sensor node j sending messages to node k 
summarizes information received from all the other nodes it is connected to and 
forwards this information to node k. The messages are generally in the form of 
node fc's conditional marginal distribution. Node k then updates its posterior 
probability, which is usually called as the belief. The process continues with 
node k updating its messages to be sent to its neighbors and so on. 

The organization of the paper is as follows. Section 2 gives an overview 
of existing related work on the subject. In Section 3 we provide a description 
of the problem setup. In Section 4 belief propagation algorithm is discussed. 
Sections 5 and 6 provides the main result and numerical examples. Section 7 
concludes with a discussion. 

2. Related Work 
Networked sensing has received significant attention within the networking, 

signal processing and information-theory communities. 
The networking community (see [35, 32, 19] and references therein) has 

largely addressed the problem from the perspective of ad-hoc networks and 
routing. On the one hand, ad-hoc networking protocols offer the possibility of 
networked communication on amorphous topologies that arise due to wireless 
communications. Both routing [25, 16] and energy efficiency [1, 7, 28, 20, 29] 
have been vigorously investigated in this context; in turn ad-hoc networking 
techniques emerge as plausible candidates for the networking layer in sensor 
networks. On the other hand, these techniques may be questioned in their 
reliance on the layered protocol architecture of traditional data networking. In 
particular, as opposed to conventional data networks, sensor networks have 
a single, overriding goal that pertains to the broad task of inferencing. The 
layered architecture has significant operational consequences in this respect: It 
effectively separates sensing and networking, and thereby restricts the sensor 
network to query-based operation carried out by fusion centers. In addition 
to evident robustness issues, it is unclear if aggregating data at designated 
centers leads to an efficient solution for networked sensing. A conceptual 
alternative for the layered architecture is in-network data processing, which 
refers to progressive refinement of data within the network. Potential benefits 
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of this alternative are strongly hinted by Kaiman filtering in the context of control 
theory. There is a recent surge of interest in in-network data aggregation, and 
much of this activity focuses on distributed computation of several functions, 
such as the sum and the maximum, of the overall data [36-40]. 

Distributed detection has had a long history in control, signal processing and 
information theory [30, 10,3,5,31,34,2,23,27,14,9,18,6,21,24]. Although, 
these approaches vary significantly, they share a common distributed computa­
tional viewpoint. The sensor nodes are organized into a simple information-flow 
architecture, such as: a) information flowing from each sensor to a unique fu­
sion node; b) information collected locally at intermediate fusion nodes are 
transmitted and fused at the root node. In decentralized detection, the infor­
mation flow for each sensor is a local decision rule which takes values on a 
finite alphabet (the aim here is to account for limited communications). The 
pertinent question then is to determine the local decision as well as fusion rules 
that optimizes misclassification. Distributed estimation of ergodic sources has 
been subjected to intense research recently in the information theory [2, 23, 
27, 9, 18] literature. Again the information flow architecture is similar. Each 
sensor observes a spatially correlated ergodic source in white noise. The task is 
to determine the minimum mean-squared error achievable at the fusion center. 
Recently, similar ideas have been appHed for boundary localization [21, 22] as 
well. 

There are several drawbacks of these approaches. First, a distributed com­
putational approach lacks flexibility in that it may be well suited for a particular 
inferencing task, while being unsuitable for other tasks. Second, the solution 
requires centralized design of decision and fusion strategies. This is not mean­
ingful for the following reasons: (a) such a centralized design and decentralized 
implementation is generally computationally intractable [30]; (b) centralized 
design will require global knowledge of individual sensor models, which is not 
meaningful on account of significant uncertainties and variation that are inher­
ent in the environment; (c) lack of robustness, i.e., how to modify the strategies 
in fight of sensor failures is unclear. Indeed, the last issue is common in an 
ad-hoc networking environment, wherein packet losses from individual sensors 
happen quite often. 

3. Distributed Classification Problem 
We consider classifying an unknown event based on noisy observations. 

Namely, we denote by H = {iJi, iJ2, • • * ? HM} the possible classes that the 
observed event may belong to, and consider a Bayesian setting where TTQ is the 
prior probability distribution on H before any measurements are taken. The 
measurements {Xy : v eV) are indexed by a set V of sensors, and each entry 
represents the value observed by a distinct sensor. For each m = l , 2 , - - , M , 
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let fm : R^ 1-̂  R+ be the conditional probability density function of {Xy : 
V eV) given that Hm is the true hypothesis. We shall assume that observations 
are conditionally independent given the true hypothesis. That is, 

fm{x) = n fmM. x = {xy:veV)eR^ 
vev 

for marginal densities / ^ : R H^ R4., v e V. Given Xy = Xy for v ^V^ the 
posterior distribution TT of the true hypothesis is then identified uniquely by the 
relation 

7^{Hm)<xi:o{Hm)J\fUxv). m = 1,2, • • •, M. (6.1) 
vev 

Of particular interest here is the maximum a-posteriori probability (MAP) es­
timate of the true hypothesis given the observations {Xy \ v ^V). Namely, 
hypothesis Hm* is a MAP estimate if 

7^o{Hm*) Yl fm^M = in^X \ '^o{Hm) J J / m K ) \ • 
vev ^ I vev J 

We concentrate on distributed applications in which a single decision maker 
that has access to all observations {Xy \ v £ V) is not available. Instead, it 
is assumed that each sensor can communicate with a certain subset of other 
sensors, and thereby forms an estimate of the posterior distribution TT based 
on both its own observation and its prior correspondence with its neighbors. 
The objective of the paper is to identify communication schemes which guar­
antee that each sensor eventually identifies a MAP estimate. Furthermore ap­
plications of interest concern vast numbers of sensors; in turn non-scalable 
schemes such as simple flooding of observations are excluded from the present 
discussion. Specifically, we examine the performance of Pearl's belief propa­
gation algorithm [26], which is subject to considerable recent interest in similar 
statistical inference problems that arise, for example, in coding and artificial 
intelligence [17, 26]. 

The communication structure among the sensors is represented via a directed 
graph G = {V^E). The vertices V of this graph correspond to sensors, and an 
ordered pair {v' ̂  v) of vertices belongs to the edge set E if and only if there 
exists a communication link from sensor v' to sensor v. We will identify each 
edge e e E with its source vertex 5(e) and its destination vertex d{e) so that 
e = {s{e)^d{e)). Sensor v^ is referred to as a neighbor of sensor v if there is 
a link from vertex v' to vertex v in G, so that sensor v' can send a message to 
sensor v. Let N{v) denote the set of neighbors of sensor v so that 

N{v) = {v' eV :{v\v) eE}, veV. 

The communication graph G is not required to bear any relationship to the 
underlying statistical model. 
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4. Belief Propagation 

We start with a brief digression to statistical inferencing via belief propa­
gation in order to motivate the distributed message passing algorithm adopted 
here. Let {Yy : v e V) he 3, random vector with values in y^, and for cer­
tain mappings 0^ : 3̂  H-> R_^, V e V, and ^ipe : y'^ \-^ R+ , e e E, let the 
distribution of (Yy : v eV) satisfy 

P{Yv = yv:v eV) ocYl Mvv) n ^e{ys{e)^yd{e))^ (6.2) 
vev -eeE 

for Vv ^ y^ V e V. Such graphical models arise in a variety of contexts where 
efficient computation of marginal distributions P{Yy = Vv)^ ^ ^ V^ is of 
interest. Let the undirected graph G = (V, £") be defined so that the unordered 
pair[t',f'] 6 £^if andonly if (t;,t'') e EOY{V\V) e E, It is well-known that if 
G is a tree, then local message passing via Pearl's sum-product algorithm [26] 
results in distributed, local computation of the marginal distributions. Namely, 
let the kih message sent from sensor v^ e N{v) to sensor v be the vector 

'^k ^ i^k (y) -y^y) defined by 

^ 0 (y) = 1 

^k'^'^Hy) = Yl^i^'My'^y^^y'^y') 11 ^k^-i\y')^ 
y'ey veN{v')-{v} 

k> I, and suppose that upon receiving the fcth messages from all of its neigh­
bors, each sensor v eV constructs an estimate n^ of the local marginal distri­
bution by setting 

Kiy)cxMy) n 4'''''(2/). y^y- (6-3) 
v'eN{v) 

Then 7r^(?/) converges to the correct marginal distribution P{Yy = y) within a 
finite number of steps, provided that G is a tree. 

Consider next the sum-product algorithm with the following parameteriza­
tion: 

y ^ H 
MHm) = /^(x,) IV^^^C^, (6.4) 

^e{Hj,Hm) = l { j = m}, j , m = l , 2 , . . . , M , 

where 1 { } denotes the indicator function whose value is 1 if its argument is 
correct and is 0 otherwise. It is straightforward to verify that equality (6.2) 
reduces to 

P{Yy = yy:veV)(x l{yy = yyf for all v, v' G V}7r(y^*), 
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where TT is given by relation (6.1) and t>* G V̂  is arbitrary. In particular P{Yy = 
Yyf for all t;, i;' G V) — 1 and each marginal Yy has distribution TT. The sum-
product algorithm now prescribes the message composition 

m("^'")(/i) = 1 (6.5) 

m^<^\h) = Mh) n ^ti\h). (6.6) 
veN{v')-{v} 

for each h G {i / i , ii'2, • • •, ^ m } , fc > 1. From the prior discussion it is clear 
that if G is a tree, then the algorithm assures that TT̂  = TT for large enough fc, 
hence each sensor can identify a MAP estimate based on the global observation 
set. 

On the one hand, the message passing algorithm (6.5)-(6.6) has an evident 
practical appeal: Each message is determined locally by the observation at 
the sensor and the prior messages received from neighboring sensors. Fur­
thermore, the algorithm entails a relaxed synchronization among sensors, as it 
can be implemented by programming each sensor to send out initial messages 
immediately and to send out its A;th messages only after receiving {k — l)th 
messages from all of its neighbors. On the other hand, asymptotic features of 
the sum-product in general topologies of G are not well-understood. In fact, 
there is ample evidence that the algorithm may, in general, fail to converge, or 
may converge to an inaccurate estimate of the marginal distributions. We next 
address these issues in the particular instantiation that pertains to the classifica­
tion problem, and give an account of the asymptotic behavior of the estimates 
TT̂  : t» G V for general graphs. 

5. Main Result 
For each pair of edges e^e' e E\ti 

ae,e^ = l{d{e') = 5(e), s{e^) ^ d{e)}. 

Note that ae,e' = 1 if and only if edge e' leads to the origin of edge e but 
the ordered pair (e',e) is not a directed cycle. For each hypothesis h G 
{HuH2r".Hm}lot 

4(e) = log{mUh)), eeE, 

Taking the logarithm of both sides in equalities (6.5)-(6.6) leads to the linear 
system 

x^e) = u\s{e)) + J2 ae,e'4-i(eO, 4{e) = 0. (6.7) 
e'eE 
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Define the vector u^ = {u^{s{e)) : e e E) and define the binary matrix 
A = [cie,e']ExE^ SO that equaUty (6.7) takes the vector form 

x^^=u^ + Axtv 4 - 0 . 

Note in particular that 

^h^Y^A^u^^ k>i (6.8) 
k-i 

j=0 

and A^ = [a'l^,]ExE where a^ ^, is the number of directed paths of length j 
that start with edge e^ end with edge e, and that do not have any 2-hop cycles. 

Suppose that A is primitive. For each e^e' e E there exists a directed path 
that starts with edge e', ends with edge e and that does not have any 2-hop 
cycles. The spectral radius of A, denoted here by p{A), is then strictly larger 
than 1. Let (rg : e G E) and (/g * e G E) be respectively a right and a left 
eigenvector of A corresponding to the eigenvalue p{A), suitably normahzed 
so that Tg > 0, le > ^ for e E E and YleeE'^eL = 1- Define the weighted 
in-degree i{v) and the weighted out-degree o{v) of each sensor t» G V as 

v'eN{v) 

(̂̂ ) = Yl hvy)' 
v':veN{v^) 

T H E O R E M 6.1 If A is primitive then for v e V 

l i m ^ ^ ( i y ^ ) - 0 , (6.9) 
/c—>oo 

for each hypothesis ? 7 7 < G { 1 , 2 , - - - , M } such that 

vev Kvev 
m'/^'^ 

Proof. Define the matrix W = [we^e']ExE by setting We^e' = '^e^e' for 
e, e' G E. Let 

k-i 

By equality (6.8) 

k-^ooa{k) k-^oo^ \p{Ay J a{k) 
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where the last equality follows since p{A) > 1 and 

lim 
k-^oo 

k Ak p(A)-M^ - W = 0 

due to [12, Theorem 8.5.1]. The estimate 7r^(/i) of sensor v at step k therefore 
satisfies 

7tl{h) oc (t)y{h)exp Y^ ^ki^'/^ 
\v'eN{v) 

= Mh)exp la{k) li{v) J ^ u^{v')o{v^) + e{k) j J , 

where e{k) —> 0 as fc -^ oo. The conclusion of the theorem now follows since 

(
\ / \ Oi{k)i(v) 

v'ev J \v'ev J 
and Iim/j;_,oo Oi{k) = oo owing to p{A) > 1. This completes the proof. 

We now turn to distributed hypothesis testing and interpret Theorem 6.1 in 
terms of the posterior distribution IT. Consider first a symmetric structure for 
the graph G so that o{v) = o{v') = /i > 0 for all v^ v' G V. It can be verified, 
for example, that an n x n torus as in Figure 6.1 provides one such structure, 
and that the matrix A is primitive if n is odd. The definition (6.4) of node 
potentials (1)^ \v ^V then leads to 

vev \ vev J 

for m = 1,2, • • •, M, and equality (6.9) indicates that for each sensor v, 
limfc_,oo7r^(^m) = 0 for all m such that Hm is not a MAP estimate with 
respect to TT. In particular if the MAP estimate is unique, then the sensors 
unanimously identify it, in the sense that only the corresponding entry in the 
local beliefs will be non-negligible. This conclusion does not hold for general 
graphs whose vertices may have different weighted out-degrees. In fact obser­
vations made at sensors with larger weighted out-degrees have more influence 
on the collective opinion. In this case the final consensus reflects the right 
MAP estimate for certain values of observations {xy : v E V), but identifies 
wrong choices for others, as the numerical examples of the following section 
illustrates. 
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Figure 6.1. The torus topology in which o(y) = o{v^) for all nodes f, v'. 

6. Numerical Examples 
We start by illustrating the impact of unbalanced graphs on the final consensus 

of the network. 

E X A M P L E 6.2 Consider binary hypothesis testing in a 9-sensor network un­
der the communication structure represented by the graph of Figure 6.2(a). 
Each edge in the graph represents two directed edges in opposite directions. 
The weighted out-degrees of the sensors with respect to this graph satisfy 
0(1) = 0(2) = • • • = 0(8) ando{0)/o{l) = 1.5091. Suppose that the observa­
tions {xy : V eV) translate to node potentials (po = [QA — Q]^ 4^1 = \pA—p] 
and (ßy = [0.5,0.5] for t» = 2,3, • • •, 8, where p^q ^ [0,1]. Figure 6.2(b) illus­
trates the true MAP estimate and the final consensus due to belief propagation 
for different values ofp and q. Note that the consensus is determined to a larger 
extent by the value ofq rather than the value ofp. Note also that the consensus 
reflects a flawed estimate if{p^ q) lies in the area between the solid and dashed 
lines. 

We next illustrate the asymptotic behavior of the estimates TT̂  : v G F i n two 
topologies for which A is reducible. It should be noted here that the conclusions 
of the previous section continues to hold when A is reducible but non-primitive, 
though the analysis of this case is considerably more cumbersome. In the 
scope of the following three examples it is understood that for vertices v^v' ^ 
V, {v,v') G -E if and only if iv',v) G E. Note that the undirected graph 
G = {V, E) is such that the unordered pair [v, v^] G E if and only if {v, v') G E 
and {v' .,v) G E. The first example concerns the case when G is a tree, and 
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Figure 6.2. (a) The 9-node communication graph in which o(l) = o(2) — • - - = 0(8) and 
0(0)/o(l) = 1.5091, (b) Decision regions for the MAP estimate and the final consensus of 
belief propagation, delineated respectively by the dashed line and the solid line. Observations 
[xv : f 6 V) correspond to node potentials 0o = [g, 1 — 9], (/>i = [p, 1 —p] and^^ = [0.5, 0.5] 
fori; = 2,3, • • • ,8 . 
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it is well-known that in this case belief propagation leads to the true posterior 
distributions for general Markov fields [26]. 

E X A M P L E 6.3 (Trees) Suppose that G is a tree, so that A is nilpotent since 
A^ = Ofor all integers j larger than the diameter ofG. Equality (6,8) therefore 
indicates that the messages are guaranteed to converge within a number of steps 
no larger than the diameter ofG. Note that for e^e' E E 

1 if there exists a simple directed path 
^ d^Qf = { in G with first edge e' and last edge e 
j=o (̂  0 else^ 

hence equality (6.8) leads to 

lim x^(e) = y^ l{dist{v,s{e)) < dist{v,d{e))}u^{v), 
vev 

for e e E, where dist{y^v') represents the length of the unique path between 
vertices '̂, v' G V. It now follows by equality (6.3) that the limit of the estimate 
7r^(/i) at each sensor v EV is equal to the posterior distribution (6.1). 

E X A M P L E 6.4 (Rings) Suppose that G is a simple cycle, so that for e, e' G E 
the sequence (a^ ^, : j = 0,1,2 • • •) has period \V\. In particular A^ = ^i+l^l 
and thus A is idempotent. Equality (6.8) then leads to 

lim ^ = - i . V A%^ 
fc-~ k \V\ f^^ 

It is not difficult to see that YJJ=Ü ^ie' ~ ^ /•"" '^^^ edges e,e' 6 E that 
have a common orientation (that is, clockwise or counter-clockwise) and that 
YljJo '^ie' ~ ^ Otherwise; in turn 

j . ^ x | ^ ^ 1 ^ ^ , e G ß . 
/c->oo k \V\ ^ ^ ^ 

' ' veV 

Therefore for large k the estimate 7r^(/i) of each sensor v ^V at step k satisfies 

nl{h) oc (^^(/i)exp Y^ xl{v',v) 

\v'^N{y) ^.Wexpf'^^^.V)) 

= Mh) n ^-'^^^ 
\v'ev / 

2k 

W\ 
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Since 
H MHm) = TToiHm) H / - K ) , m = 1, 2 , • • • , M , 

vev veV 

it follows that ifHm is not a MAP estimate with respect to TT, then TT̂  {Hm) -^ 0 
as k —> oo. Note that ifir leads to a unique MAP estimate 7x1" then the estimate 
distribution TT̂  of each sensor v ^V converges so that 

lim 7rl{Hm) = l{m = m*}, m = 1, 2, • • •, M. 

In other words each sensor identifies the MAP estimate, although the limit of 
TT̂  is not necessarily the correct posterior distribution, MAP 

The final example aims to shed light on the case when the MAP estimate is 
not unique. 

E X A M P L E 6.5 (4-ring) Consider a binary hypothesis testing problem involv­
ing 4 sensors arranged on a ring. Suppose that the observations {xy : v e 
V) translate to node potentials (ßo = [0.65,0.35], (j)i = [0.3,0.7], 02 = 
[0.5,0.5], 03 = [0.55,0.45], so that Hi is the unique MAP estimate in the 
centralized solution. The decentralized solution identifies the same MAP es­
timate since the estimate of the posterior distribution at each sensor con­
verges to (0,1) as illustrated in Figure 6.3(a). If the node potentials are 
00 - [0.7,0.3], 01 - [0.4,0.6], 02 = [0.6,0.4], 03 = [0.3,0.7], then the 
posterior distribution TT assigns equal probabilities to both hypotheses. In 
this case the decentralized estimates TT̂  display oscillations around the correct 
probabilities as shown in Figure 6.3(b). Note that in this case also, only the 
correct MAP estimates display belief values that are asymptotically bounded 
away from zero. 

7. Conclusion 
We have considered in-network data processing to classify an unknown event 

based on noisy sensor measurements. BeUef propagation is appHed as a mes­
sage passing strategy to solve a distributed hypothesis testing problem for a 
pre-specified network connectivity. Reformulating the message evolution leads 
to a linear dynamical system model, which in turn allows characterizing condi­
tions for reaching a consensus, and deriving conditions for when the consensus 
converges to the centralized MAP estimate. Main features of the proposed 
architecture are as follows: 

(i) Ad-hoc communication infrastructure. The sum-product algorithm con­
verges here to the correct MAP estimate under a rich variety of communication 
topologies. The simplest such topology is a spanning tree, and any balanced 
topology delivers the desired estimate. Unbalanced topologies yield correct 
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Evolution of Beliefs (Probabilities) of the Null Hypotheses at Sensors 
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Figure 6.3. Estimates of the posterior distribution in a ring of 4 sensors. The node potentials, in 
clockwise order, are (a) (/)o = [0.65,0.35], 0i =: [0.3,0.7], 02 = [0.5,0.5], 03 = [0.55,0.45], 
and (b) 00 = [0.7,0.3], 0i = [0.4,0.6], 02 = [0.6,0.4], 03 = [0.3,0.7]. 
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estimates for wide range of observation values, and exact quantification of this 
entails assessing how unbalanced the topology is in terms of the weighted out-
degrees of sensors. 

(ii) Robustness to sensor failures. Typical applications of sensor networks 
involve inexpensive and unreliable sensors. The performance of the proposed 
architecture degrades gracefully with sensor failures, which amount to topo­
logical variability. This feature of the architecture stands in contrast to tree-
based in-network data aggregation schemes [36-40] that are vulnerable to single 
points of failure. 

(Hi) Robustness versus efficiency trade-off. The robustness of the proposed 
scheme entails increased messaging complexity, which is a crucial factor that 
determines energy efficiency of power-limited sensors. If, however, dynamic 
situations are considered where the sensing task is tracking rather than one-shot 
classification, then the amortized messaging complexity is a more appropriate 
measure of energy efficiency. This aspect of the present scheme is currently 
under study. 

Operational advantages of the considered architecture are: 
(i) Local information, A key feature of the present architecture is that indi­

vidual sensor operation is based on local information. Namely, each message is 
determined locally by the observation at the sensor and the prior messages re­
ceived from neighboring sensors, and the message forwarding does not require 
global knowledge of sensor models. This stands in sharp contrast with previ­
ously proposed decentralized estimation schemes where such global knowledge 
is required at the fusion center. 

(ii) Network-wide consensus. The network eventually settles to a state of 
consensus in which all sensors identify the same MAP estimates. Final es­
timates can therefore be collected by probing an arbitrary sensor, leading to 
further operational flexibility in interfacing with the control plane. 

(Hi) Scalability due to event-driven operation. The operation of each sensor 
is event-driven, namely it is driven by message exchanges among neighbors. 
Hence network-wide synchronization is not required and implementation scales 
naturally to large sensor networks. 
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Abstract Spatial reuse in a mesh network allows multiple communications to proceed si­
multaneously, hence proportionally improving the overall network throughput. 
To maximize spatial reuse, the MAC protocol must enable simultaneous co-
channel transmitters to maintain a separation distance that is sufficient to avoid 
interference. Within that distance, a set of orthogonal channels is employed by 
different links. This paper demonstrates that physical carrier sensing enhanced 
with a tunable sensing threshold is effective at avoiding co-channel interference 
in 802.11 mesh (static + multi-hop) networks. Moreover, for multi-channel mesh 
networks, an architecture for channel clustering based on two-radio nodes is pro­
posed. Distributed clustering is achieved using the Highest-Connectivity Cluster 
(HCC) algorithm. All inter-cluster communications are performed on a com­
mon channel using the default radio, while intra-cluster communications use the 
secondary radio with channel selection based on a new Minimum Interference 
Channel Selection (MIX) algorithm that minimizes the co-channel interference 
(CCI). Backward compatibility is guaranteed by allowing legacy single-channel 
devices to connect to the new two-radio devices through the common default 
radio. Simulation results for large-scale 802.11b and 802.11a networks demon­
strate the significant improvement in one-hop aggregate throughput. Specifically, 
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the new two-radio multi-channel mesh solution increases the aggregate through­
put by more than twice w.r.t. the traditional single-radio single-channel mesh. 

Keywords: Media Access Control, clustering, 802.11. 

1. Introduction 
The past few years have witnessed the rapid prohferation of wireless LANs 

in various environments: home, enterprise and hotspot. The need for higher 
data rates and improved coverage has led to multi-cell networks (particularly for 
business and hotspot scenarios but also for clusters of homes/apartments) where 
each cell is served by its own access point (AP). Currently, all APs are directly 
connected (typically via Ethernet) to an Internet gateway. Therefore, the cost 
and time of deploying a large scale WLAN network dramatically increases as 
the network expands. A possible solution to this problem is connecting APs 
wirelessly to form a (static) multi-hop .11 (mesh) network (see Fig.7.1). The 
high interest in such an approach is indicated not only by the newly formed Mesh 
Task Group within IEEE 802.11 but also mesh solutions offered by several 
companies [2-A] to list a few. Such a future wireless AF-AP mesh network 
requires both protocol and architectural extensions to current .11 networks for 
which there does not exist any standardized inter-AP connectivity protocol. 
Furthermore, since the wireless channel is a broadcast (shared) medium with 
bandwidth limitations, the aggregate throughput of such a wireless inter-AP 
mesh is governed by the following key network parameters: 

K: number of concurrent active links per channel (degree of co-channel spatial 
reuse); 

W: max. data rate per channel; 

N: number of orthogonal channels within a reuse distance 

This paper looks at approaches to maximize K as well as utilizing N to maximize 
the aggregate throughput of a wireless mesh network. 

In [7], spatial reuse was demonstrated to depend on various characteristics 
of the network, including the type of radio, network topology, channel qual­
ity requirements and signal propagation environment. For a given network 
configuration, there exists a minimum separation distance such that when si­
multaneous transmitters are separated by that distance, the maximum number 
of simultaneous transmissions can be accommodated, allowing maximum net­
work throughput to be achieved. However, achieving maximum spatial reuse 
would require an ideal MAC protocol that schedules communication to main­
tain the optimal transmitter separation distance (to minimize interference) in a 
fully distributed manner. 
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Nodes in a IEEE 802,11 WLAN network seeking channel access use carrier 
sensing to determine if the medium is available before transmitting to avoid 
packet collision [1]. Two types of carrier sensing are supported by the 802.11 
MAC: mandatory physical carrier sensing that monitors the RF energy level in 
the air and optional virtual carrier sensing that uses the Request-to-Send/Clear-
to-Send (RTS/CTS) handshake to ensure that the air medium at the receiver is 
reserved prior to data packet transmission. Virtual carrier sensing was designed 
to avoid the well-known hidden terminal problem [11], where it is assumed that 
physical carrier sensing at a transmitter is not sufficient to avoid interference at a 
receiver. However, it has been shown that virtual carrier sensing via RTS/CTS in 
fact suffers from fundamental limitations in avoiding interference from hidden 
terminals [12]. In 802.11, this can be attributed to lack of proper design of the 
physical carrier sensing mechanism. In this paper we demonstrate that, when 
properly tuned, physical carrier sensing is effective at avoiding interference in 
a multi-hop wireless mesh network without the use of virtual carrier sensing. 

Physical carrier sensing allows a station to assess the channel condition before 
transmitting to make sure that no interference can occur. A node samples the 
energy on the channel and initiates channel access only if the reading is below 
the carrier sensing threshold, indicating that any ongoing communication only 
produces tolerable interfere with the impending transmission. According to 
RF pathloss models, the long-term average received energy at a node decays 
with distance from a transmitter. Hence the carrier sensing threshold effectively 
determines the minimum allowed distance between simultaneous transmitters. 
Since the optimal distance depends on various network properties, the carrier 
sensing threshold should be tuned to current network conditions. However, 
many of today's 802.11 MAC implementations use a static threshold, or do 
not allow the threshold to be independently tunable [16]. As a result, physical 
carrier sensing often leads transmitters to be either too conservative or too 
aggressive when using the wireless channel. 

In this work, we assume a tunable carrier sensing threshold and illustrate how 
to derive the appropriate carrier sensing threshold from relevant network char­
acteristics via analysis. Furthermore, we propose an estimation-based adaptive 
physical carrier sensing scheme to automatically tune the threshold to a near-
optimal value. We present OPNET simulation results for two regular network 
topologies (chain and grid) to validate the theoretical optimal PCS threshold. 
Our results further show that by tuning the physical carrier sensing thresh­
old, without requiring virtual carrier sensing, the overall network throughput 
can be improved significantly compared to that of the legacy 802.11 MAC. The 
increased throughput can approach approximately 90% of the theoretical upper-
bound predicted by spatial reuse models in a large chain. Simulation results 
also demonstrate the effectiveness of the estimation-based adaptive physical 
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carriers sensing scheme in networks with dynamic topology and heterogeneous 
links. 

We note that performance improvement of 802.11 networks based on en­
hancement to various aspects of the 802.11 MAC protocol has been the subject 
of recent work [10] [14]. For any given environment, optimizing network 
performance must be a careful combination of approaches addressing multi­
ple aspects of network performance (e.g. throughput, fairness, etc.) which is 
beyond the scope of this work. We focus here specifically on leveraging the 
spatial reuse of mesh networks to enhance the throughput through physical car­
rier sensing, which is an essential requirement for achieving optimal aggregate 
throughput in a dense wireless network. 

Access 
Point 

Mobile Terminal 
Gateway 

Figure 7.1. Wireless AP-to-AP mesh Networks 

Communication between nodes on the AP-mesh can share a single channel 
or use multiple narrower-band channels. This can be implemented readily 
using a single-radio network (all nodes have only one radio interface) that 
suggests the need for a single wideband shared channel for the entire AP-mesh to 
support many simultaneous transmissions. However, this approach has not been 
adopted by industry standards as yet and lacks hardware implementations .̂ 
Using multiple narrower-band channels entails potentially complicated channel 
assignment schemes to inter-AP links, but has existing hardware support (N=8 
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in 802.11a, and N=3 in 802.11 b). Thus our proposed solution is based on using 
a 20MHz channel for all inter-AP communications while noting that this is 
likely to be a throughput bottleneck in situations where the inter-AP (routed) 
traffic dominates. 

Two-radio multi-channel approaches, where each node is equipped with two 
similar PHY/MAC radio interfaces for AP-AP communication, can effectively 
exploit the available multiple orthogonal channels ^ which is infeasible with 
a one-radio AP Mesh with multiple narrowband channels. In a two-radio im­
plementation, each node in the AP-mesh is equipped with two WLAN cards 
that are used for intra-cell and inter-cell communications, respectively. This 
will always provide higher throughput than a single-channel approach, since 
intra-AP traffic is now separated from inter-AP traffic made possible by two-
radio nodes. Such a multi-radio architecture has been proposed in [9] where 
the channel used for any AP-AP link from among the available set is selected 
by sending probes to estimate the link round trip time (RTT) for the available 
channels and choosing the one with minimum RTT. Updating the channel allo­
cation is performed periodically every few seconds. While the RTT is a useful 
indicator of channel load, it is a less-than-adequate metric for estimating in­
terference due to simultaneous transmissions in a wireless scenario. Thus [9] 
protocol operates more as a load-balancing scheme which improves but does 
not optimize aggregate network throughput. 

Continuous monitoring of channel quality on all channels is infeasible with a 
single radio; two radios per node considerably simplifies this because this task 
can be performed by one radio while the other is transmitting data on the cur­
rently assigned channel. Suggestions for using one radio purely as a dedicated 
control channel and the other for data on all other channels have appeared for 
two-radio architectures [26] [25]; but these lead to low channel utilization due to 
control channel becoming a bottleneck, and offers no backward compatibility. 
Thus in our implementation, both radios are used to support data transmis­
sion. Nonetheless, irrespective of the specifics of how the two radios are used, 
this architecture allows the possibility of ^.fiilly distributed MAC implemen­
tation that is desirable for network robustness. For example, to eliminate the 
control channel bottleneck, we propose a new semi-distributed AP-clustering 
approach. A distributed Highest-Connectivity Cluster (HCC) algorithm [22] 
is employed to divide the network into AP clusters that are distinguished by 
the channel used for intra-cluster communication. Inter-cluster communica­
tion is performed using the (default and intra-cluster via the secondary) radio, 
respectively. 

A common channel is used for all inter-cluster communications, and dif­
ferent channels are selected for intra-cluster communications by using a new 
Minimum Interference Channel Selection (MIX) algorithm. Control or man­
agement traffic uses only the default radio; while the secondary radio is only 
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for data transmissions. Note that backward compatibility is achieved since this 
architecture allows a legacy single-radio AP to connect to the new two-radio 
APs through the (common) default radio. 

UnHke most of other cluster-based networks (e.g. Bluetooth, UWB) that 
usually employ a cluster head as a controller running a centralized MAC, the 
architecture here uses clustering to only assign a channel in a distributed manner 
for the MAC; the base 802.11 MAC mechanisms are unchanged. Similar to 
[9], our protocol uses a virtual MAC address in place of the multiple physical 
MAC addresses used by two radios so that the higher (routing) layer sees only a 
single wireless network interface. Routing between the nodes is based on ad-hoc 
routing approaches similar to that in the traditional single-channel, single-radio 
mesh. 

The rest of this paper is organized as follows: Section 2 presents a basic 
communication model for interference analysis and exposes the limitations of 
carrier sensing as currently implemented in 802.11 DCF. Section 3 introduces 
our suggestions for enhanced physical carrier sensing based on a tunable physi­
cal sensing threshold, and demonstrates the resulting throughput improvements 
for some regular mesh networks topologies. Section 4 describes our novel two-
radio multi-channel clustering architecture. Section 5 presents OPNET simula­
tion results showing significant performance enhancements obtained from tuned 
physical carrier sensing along with new clustered two-radio, multi-channel AP-
mesh. Section 6 discusses our results in the context of related work, and Section 
7 concludes the paper. 

2. Managing Interference with Physical Carrier Sensing 
(PCS) 

In CSMA/CA based wireless networks such as IEEE 802.11 networks, a 
transmitter relies on carrier sensing to determine if the medium is 'available', 
i.e., has acceptable level of interference from ongoing transmissions. A trans­
mission is initiated only if the energy level is below the PCS threshold. This 
section uses common radio propagation models to determine the effectiveness 
of carrier sensing and points out several shortcomings of the carrier sensing 
technique employed in 802.11 MAC protocol. 

2.1 Communication Model 
Path loss models are commonly used to describe the average received power 

at a receiver over a wireless medium [7] [ 19] as a function of the T-R (transmitter-
receiver) radial separation, d, i.e.. 

PrAd) = Prx{2y (7-1) 
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where 7 is the path loss exponent that characterizes the rate of signal degradation 
with distance in the particular network environment. Prx{d) denotes the signal 
power at distance d from the transmitter and Prx is the signal power measured 
at a reference distance J (usually 1 meter). 

The aggregate energy at any receive node consists of desired signal, interfer­
ence (from unwanted transmitter(s)) and background noise. A 802.11 node can 
receive a packet with high probability of success in additive noise only if the 
received signal strength is greater than a threshold (denoted by PR, i.e. recep­
tion sensitivity); and equivalent condition in the presence of interference is that 
the received Signal-Interference and Noise-Ratio (SINR) exceeds a threshold 
denoted by So\ i.e., 

f PrM>PR 
Prxjd) ^ q , (7.2) 

PN-i-EiPrx{di) >So 

where P/v is the background noise power, and Prx{di) denotes the power of 
interference source i at distance di from the receiver. 802.11 networks support 
multiple data rates, and a higher data rate requires a higher SQ. 

2.2 Terminologies 
Eq.7.2 provides constraints on the receive power as well as the SINR at 

detector input for successful detection. In the absence of any interference, 
the receive sensitivity PR is set to satisfy PR/PN > So', this determines the 
transmission range or the maximum distance for successful reception in additive 
noise only. It is clear that the actual SINR perceived via PCS at a receive node 
will vary due to the presence of interference from ongoing transmissions. 

Fig.7.2 shows a typical mesh network with a reference transmission from a 
node TX to a node RX in the presence of four other nodes (A, B, C, and E). 
The same transmission power is used by every node in the network. We define 
the following: 

D: TX-RX separation distance, defines PD = PrxiD)-

R: Transmission range, given by 

R = d{ ._f- _ ) i ^ J ( ^ ) ^ , (7.3) 
'max(PR,S'oPiv) PR 

I: Interference range - implies a single transmitter within that range of the 
receiver will disrupt reception of the desired transmitter, given by 

/ = D{- L—p-)V7. (74) 
So V ^ ; p^^ 
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Figure 7.2. Illustration of relative transmission and interference distances in a wireless mesh 
network. 

With negligible background noise, Eq.7.4 turns to 

/ ^ SI^^D. (7.5) 

X: Pliysical carrier sensing range - a node will be able to detect an existing 
transmitter within that range via physical carrier sensing, given by 

where Pc denotes the physical carrier sensing (PCS) threshold. 

(7.6) 

Table 7.1 briefly summarizes the common symbols used throughout this 
paper to describe carrier sensing. 
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Table 7.1. Common symbols for describing physical carrier sensing. 

PR Received Power Threshold 
Pc Physical Carrier Sensing Threshold 
PD Received Power at distance D 
PN Background Noise Power 
PI Interference Power 
So SNIR Threshold 
7 Path Loss Exponent 
X Physical Carrier Sensing Range 
R Transmission Range 
/ Interference Range 
D Transmission Distance 
Pcs.t PC/PD (normalized CS threshold) 
k Spatial reuse factor 
W Link capacity 

2.3 Limitations of Carrier Sensing in 802.11 MAC 
Protocols 

In today's 802.11 networks, the PCS scheme is typically configured with a 
fixed threshold, which is often set very low such that even a remote commu­
nication would force a station to withhold its transmission. Clearly, dynamic 
tuning of the PCS threshold according to current network conditions allows for 
optimum exploitation of spatial capacity. 

In addition to PCS, 802.11 MAC also allows for virtual carrier sensing 
(VCS) scheme [1] for interference avoidance. This is accomplished by a initial 
Request-to-Send (RTS)/ Clear-to-Send (CTS) handshake prior to data transmis­
sion. With VCS, each station maintains a NAV (Network Allocation Vector) 
that indicates the period(s) during which the shared medium is reserved by 
other stations, hence it knows when NOT to transmit. When contending for 
the medium, a station broadcasts its intended transmission period in the RTS 
or CTS; each station that receives the broadcast updates its NAV. Hence, VCS 
requires participating stations to be able to receive and decode the RTS/CTS 
broadcast frames from any other stations in the network with which they may 
potentially interfere. Unfortunately, this requirement cannot be guaranteed in 
many scenarios [12] as exempHfied in Fig. 7.2. The VCS scheme appropriately 
prevents nodes A and B from initiating an interfering transmission, as they are 
in the transmission range of TX and RX. But node C is too far away from both 
TX and RX to reliably receive and decode the RTS or CTS packets, yet it is still 
a potential hidden node that could interfere with the packet reception at RX. 
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3. Enhancing Physical Carrier Sensing 

3.1 T\ining Physical Carrier Sensing (PCS) to Avoid 
Interference 

Physical carrier sensing allows a station to assess the channel conditions 
before transmitting to avoid interference that will lead to packet collisions. A 
station samples the energy level at the air interface and starts a packet transmis­
sion only if the energy level is below a threshold Pc, called the PCS threshold. 

In a multi-hop wireless network, only a subset (of the overall nodes) belong­
ing to a cluster share a common transmission medium on a contention basis. 
The fundamental factor that determines whether a packet can be successfully 
received is the SINR at the receiver. If the signal that a device is attempting to 
receive is sufficiently stronger than the background noise and interference, suc­
cessful packet reception can occur even in the presence of interference. Thus, 
the goal of PCS is to prevent those simultaneous transmissions that will lead 
to packet collisions, while permitting other simultaneous transmissions that do 
not violate receive SNIR requirements and thus maximize spatial reuse. 

Fig. 7.3 illustrates a simple example of how the choice of PCS threshold can 
impact wireless network performance. If the threshold is too high, the CSMA is 
needlessly conservative. While node C is transmitting, both nodes A and B will 
backoff as in Fig. 7.3(a) , even though node A may be able to simultaneously 
transmit without causing much interference at C's receiver to disrupt successful 
communication. On the other hand, as shown in Fig. 7.3 (b), if the threshold 
is too high so as to allow both nodes A and B to transmit simultaneously with 
C, excessive interference will be generated resulting in packet collisions. If the 
PCS threshold is appropriately configured, as shown in Fig. 7.3 (c), nodes A 
and C will be permitted to successfully transmit simultaneously while node B 
will be forced to back off to prevent packet collisions. When the PCS threshold 
is optimized, maximal spatial reuse can be achieved without permitting packet 
collisions. 

When properly tuned, PCS is more robust than VCS, because it does not 
require control packets to be received and correctly decoded. It is also more 
flexible, since the PCS sensing range can be easily adjusted by tuning the PCS 
threshold. In Fig.7.2, all potentially interfering nodes, including node C, can 
be eliminated by enlarging the PCS sensing range to cover the entire potential 
interference area, i.e. 

X>D + L (7.7) 

Combining Eq.7.7 with Eq.7.5, we obtain 

X > D ( l + 5o /̂̂ ), (7.8) 
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Figure 7.3. Physical Carrier Sensing (PCS) and Spatial Reuse. 

that leads to 

PcsJt < 
(l+5( 

1 ^ ^ ' (7.9) 

A potential downside of this approach is the exposed terminal problem [10]. 
For example, in Fig. 7.2 even though a transmission by node E will not dis­
rupt RX, E will defer its transmission because it lies within the sensing range. 
Having too many exposed terminals can potentially reduce the overall network 
throughput. However, by tuning the physical carrier sensing threshold, we will 
demonstrate a good tradeoff between solving the hidden terminal problem and 
exacerbating the exposed terminal problem, thereby obtaining high aggregate 
throughput. 



148 PERVASIVE COMPUTING AND NETWORKING 

3.2 Estimating Optimal PCS Threshold to Maximize 
Spatial Reuse 

As already motivated by the earlier example, choosing the optimal PCS 
threshold can maximize spatial reuse leading to increased aggregate network 
one-hop throughput. In order to establish some preliminary guidelines for the 
choice of an optimal PCS threshold, we assume a homogeneous network with 
identical interference environment at each node .̂ The optimal spatial reuse 
is achieved when the number of simultaneous successful transmissions reaches 
the maximum. For successful reception at a receive node, the net interference 
and noise cannot exceed the tolerable level according to Eq.7.2, 

PI^PN<PD/SO, (7.10) 

With the assumption that the transmitter and the receiver perceives the same 
interference and noise level, the optimal PCS threshold should satisfy 

PC<PD/SO, (7.11) 

for successful simultaneous transmissions. Hence, PD/SQ is the optimal PCS 
threshold for maximum spatial reuse; a higher PD/SQ impUes more simultane­
ous transmissions and greater reuse. The corresponding optimal pcsj denoted 
as /?, is then 

ß=^ (7.12) 

independent of path loss exponent 7. 
Recall Eq.7.9 that provides a necessary condition for completely eliminating 

the interference from hidden nodes. The ratio p of the exposed terminal area to 
the whole PCS sensing area is given by 

When SQ^^ is small, p is not negUgible; but for ^Q^^ >> 1 '*, we have p ^ 0 
so that the exposed terminal problem can be ignored, and Eq.7.9 reduces to 
Pcs.t < ß' 

3.3 Analysis Model for Aggregate Throughput Limits 
In [7], spatial reuse for a homogeneous ad-hoc environment was investigated 

where every transmitter uses the same transmission power and data rate, and 
communicates to an immediate neighbor at the constant T-R distance d. The 
spatial reuse can be characterized by the distance between neighboring simul­
taneous transmitters (T-T separation). The optimal spatial reuse (min. T-T 
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separation) for two regular network topologies: the 1-D chain network and the 
2-D grid network were derived. Let k denote the T-T distance (also called spa­
tial reuse factor) measured in number of hops (hop distance d equals inter-node 
separation), then k must satisfy 

k> 

k> 

( l + ^) So 

( l + ^) So 

, Chain network 

, 2-D grid 
(7.14) 

We assume that a suitable MAC protocol schedules simultaneous communi­
cation only for transmitters that are k hops away; the network then reaches its 
aggregate throughput limit. In a chain network of N nodes, a packet must be 
relayed by each of the Â  - 2 intermediate nodes in order to be routed from one 
end to the other. Since at most N/k simultaneous transmitters can be supported 
in the chain, the end-to-end throughput Ce2e is approximated by 

W N W 
(7.15) 

where W denotes the link capacity. 

4. A Multi-Channel Two-Radio Architecture with 
Clustering 

A multi-channel architecture with clustering was previously studied in [23], 
which only considered a centralized TDMA MAC and one radio. Here, we 
propose to integrate two 802.11 radios {default and secondary) per node: the 
default radio is used for inter-cluster communications; while the secondary 
radio is for intra-cluster communications. Unlike most existing multi-channel 
approaches, the new clustered multi-channel two-radio (CMT) architecture not 
only eliminates the need for switching channels on a packet-by-packet basis, 
but is also fully compatible with legacy devices. Fig.7.4 shows an example of 
a mesh network using the CMT architecture with three orthogonal channels, 
where each circle represents an independent cluster. 

Fig. 7.5 shows protocol stack in a two-radio device. We highlight the two 
new modules - MAC Extension and Secondary MAC/PHY - needed to enable 
the two-radio functionality. Algorithms in the new architecture are implemented 
in the MAC Extension. The secondary MAC/PHY has no administrative func-
tionaUty, such as association, authentication etc. and can transmit only data 
traffic. 

Clustering is accomplished by using the Highest-Connectivity Cluster (HCC) 
algorithm first proposed in [22], based on the following rules: 
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Figure 7.5. Two-Radio Protocol Stacks 

• A node is elected as a clusterhead if it is the most highly connected (having 
the highest number of neighboring nodes) node of all its "uncovered" 
neighbor nodes (in case of a tie, lowest ID (e.g. MAC address) prevails); 

• A node which has not elected its clusterhead is an "uncovered" node, 
otherwise it is a "covered" node; 

• A node which has already elected another node as its clusterhead gives 
up its role as a clusterhead. 

To minimize the co-channel interference (CCI) among clusters, we propose 
a Minimum Interference Channel Selection (MIX) algorithm, by which a clus­
terhead selects the secondary radio channel (denoted as k) with the minimum 
energy on air for intra-cluster communication. 
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Let Ei denote the average energy on the ith channel for the duration T, we 
have 

E,= ^'-'^ ^''^ , (7.16) 

where Ei{t) is the instantaneous energy on the ith channel at time t. Hence, 
the MIX algorithm is represented by 

{k\Ek=^ mm{Ei\i = {1,2, . . , n } ) } , (7.17) 

where n is the total number of orthogonal channels. Obviously, the longer the 
estimation duration T, the more accurate the estimation. Our simulations used 
T = 2 seconds. 

A clusterhead will generate a pseudo random number with 6 bits length for 
the ID of its cluster. Also it is responsible for notifying all its members which 
channel is used to configure the secondary radio as well as when the channel 
information is expired (denoted as TE (Eq.7.18)). 

TE = TO + TI^ uniform(0, T2), (7.18) 

where To indicates the time when the clusterhead selected the channel, and Ti 
and uniform(0, T2) ^ give the constant and random components of the lifetime, 
respectively. Our simulations used Ti = T2 = 100 seconds. 

When the channel information is expired, the clusterhead will re-run the MIX 
algorithm to select a new channel, then broadcast the updated channel and its 
Hfetime to its cluster members. 

After getting the channel information, the neighboring nodes notify each 
other the channel used by their secondary radio. Thereby, we build a new 16-
bit CMT field (see Fig.7.6) with three sub-fields: status, channel, and number 
of uncovered neighboring nodes. The "cluster-ID" flag indicates the cluster that 
the node belongs to, and is only meaningful when "status" is not "uncovered"; 
the "number of uncovered neighboring nodes" is used for electing clusterhead. 
In our OPNET implementation, the new 16-bit CMT field is added into the 
802.11 DATA frame. The 16-bit "Duration ID" field in the legacy 802.11 ACK 
frame can also be used as the new CMT field, since it is meaningless when 
segmentation is not used or the ACK is for the last fragment of the packet. 

After learning that a peer node belongs to the same cluster, a node will 
configure the forwarding table in its extended MAC such that all packets des­
tined to the peer node go through the secondary MAC/PHY module. Fig.7.7 
summarizes the above clustering and channel selecting procedures with a state 
transition diagram. 

5. Simulation Results and Discussions 
In this section, we present results from a series of simulations to demonstrate 

the effectiveness of physical carrier sensing with tunable sensing thresholds in 



152 

Bits 

PERVASIVE COMPUTING AND NETWORKING 

2 6 8 

Status Channel 
Number of Uncovered 

NeighbonngNodes 

00 

01 

10 

Uncovered 

Cluster Head 

Cluster Member 

Figure 7.6. Definition of 16-Bit GMT Field 

Receive Channel 
Update Information 
From Cluster Head 

Channel 
Information 

Expired 

^eset the 2nc 
PHY/MAC 
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improving network performance for various topologies. All the simulations 
were conducted in the OPNET simulation environment [15]. We have ex­
tended OPNET kernel modules to support tunable physical carrier sensing, a 
configurable propagation environment and multiple 802.11b data rates. 

In all simulations, we configured each node to be always backlogged with 
1024 bytes long MAC data frames. Each node transmits at a fixed power 
of 0 dBm. By default, the OPNET simulator configures the physical carrier 
sensing threshold to be the same as the reception threshold PR. Furthermore, 
the ambient noise level was set at —200 dBm. 

The primary performance metric studied in this paper is throughput, defined 
as the total number of bits successfully received in a second. As per the .11 
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MAC, if the sender does not receive an ACK for a transmitted data packet, it 
assumes that the data packet is lost and performs a retransmission. However, 
it is also possible that the data packet is received correctly, but the ACK is 
lost. This also causes a retransmission and can result in a multiple copies of 
the same data packet at the receiver. In this case, only the first one received 
will be forwarded up to higher layers, and the rest discarded. When computing 
throughput in this paper, we only count successful non-duplicate data packets 
, i.e. the goodput which underestimates the actual throughput on the physical 
channel of the network. However, since ACK packets are much shorter than data 
packets and they are typically transmitted using the lowest (most reliable) data 
rate in 802.11, the probability of successfully receiving a data packet but losing 
an ACK packet is very low. Thus, we assume that throughput is approximately 
equal to goodput in an 802.11 network. 

Note that the . 11 MAC employs contention management via the binary ex­
ponential backoff (BEB) with' a configurable contention window (CW) size 
parameter. This random scheduling of user transmissions naturally impacts the 
received SINR in addition to the various mechanisms described in this paper. 
Since the primary focus of the simulations in this section is on interference 
avoidance via PCS, the BEB mechanism is disabled in our simulations and the 
contention window size is fixed at the maximum value for 802. lib (CW = 1024) 
to minimize the Ukehhood of coUisions due to simultaneous transmission. This 
configuration allows us to isolate the specific effects of adaptive physical carrier 
sensing on network performance. 

5,1 Point-to-point baseline performance of 802.11b MAC 
To validate the effectiveness of physical carrier sensing, we need the fol­

lowing two baseline figures: the SINR thresholds (^o) required to sustain each 
available data rate in an 802.11b network, and the effective MAC throughput 
at each data rate. In the first simulation, we configured a network of two nodes 
- one sender and one receiver. The pathloss exponent was set to 2 to reflect a 
free-space environment. With RTS/CTS disabled, we varied the T-R separation 
distance and measured the effective throughput provided by the MAC layer at 
the receiver. The same simulation sequence was repeated for all four data rates 
defined in the 802.11b standard. 

The results are shown in Fig.7.8 where instead of the T-R distance, the 
throughput is shown against the SINR at receiver. Hence the results depict 
the fundamental relationship between MAC throughput and receiver SINR. 
This mapping is vaHd irrespective of pathloss, transmission power and T-R 
distance. These results, recorded in Table 7.2, will be used to design and 
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Table 7.2. One-hop performance of 802.1 lb MAC without RTS/CTS 

Data Rate (Mbps) 1 2 

5o(dB) 11 14 
W(Mbps) 0.89 1.5 

5.5 

18 
3.5 

11 

21 
5.0 

analyze simulations in the rest of the section. The results confirm that MAC 
overhead is generally larger at higher data rates and higher data rates require 
higher SINR thresholds, as expected. 

5.2 Maximizing Spatial Reuse with the Optimal PCS 
We conduct simulations in two scenarios with regular topology: 90-node 

chain and 10 x 10 grid. The goal is to validate the theoretical optimal PCS 
threshold /?, derived in Section 3.2. 

First, we expanded the previous network into a chain of 90 nodes (to approx­
imate an infinite chain). The only traffic allowed is originated by node 1 and 
designated for node 90, with the other 88 intermediate nodes acting as relays. 
The reception power threshold (PR) was configured such that the transmission 
range is 13 meters. Each node relied on physical carrier sensing only to avoid 
interference using identical carrier sensing threshold and data rates. We mea­
sured the end-to-end throughput while varying the sensing threshold and the 
data rate. The results for 7 = 2 are plotted in Fig. 7.9. 
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Note that the results show the existence of an optimal sensing threshold value 
for each data rate. With everything else fixed, altering the data rate changes the 
SINR requirement {SQ), hence the optimal sensing threshold changes as well. 
Also notice that the common practice of having the carrier sense threshold equal 
to the reception threshold, i.e., Pcs.t = ^db corresponds to the right-most point 
on respective curves. Hence, the throughput improvement achieved by tunable 
physical carrier sensing threshold can be as high as 4 times (at data rate 11 
Mbps). 

.̂̂  CO 
Q. 

^ 
D 
Q. 
sz CD 

2 
JO 

h-
LU 
C\J 
LU 

200k 
190k 
180k 
170k 
160k 
150k 
140k 
130k 
120k 
110k 

100k 
90k 

80k 
70k 
60k 
50k 
40k 
30k 

- « — 1 Mbps 
- • — 2 Mbps 
-A— 5.5 Mbps 
-^w— 11 Mbps 

Y=2, /7=90, P,,=Odbm, P^ = - 200dbm, of = 12.5 m, f? =13 m 

-30 -25 
— I — 
-20 -15 -10 

P . , (dB) 

Figure 7.9. End-to-end throughput in a 90-hop chain for various sensing thresholds and data 
rates. 

Table 7.3 compares the optimal sensing threshold pcsj obtained from the 
simulations against the theoretical optimum ß. As the table shows, the two 
values matches very well. 

Table 7.3. Optimal carrier sensing thresholds (dB) in a 90-node chain (7 = 2) 

Data Rate (Mbps) 1 2 5.5 

Simulation -11 -15 -17 
ß -11 -14 -18 

11 

-19 
-21 

Table 7.4 compares the optimal throughputs obtained from the simulations 
against the prediction from the spatial reuse study described in Section 3.3. 
The theoretical prediction assumed a perfect MAC protocol that always derives 
the globally optimal schedule for communications; this yields a theoretical 
upper-bound of network throughput. As shown in Table 7.4, the network with 
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optimally tuned physical carrier sensing was able to achieve around 90% of the 
theoretical maximum. 

Table 7.4. Optimal E2E throughput in a 90-node chain 

Data Rate (Mbps) 

W (Mbps) 
k (spatial reuse) 
T: Theoretical (W/k) 
S: Simulation 
S/T 

1 

0.89 
7.1 

0.105 
0.1 

95% 

2 

1.5 
10 

0.15 
0.134 
89% 

5.5 

3.4 
15.9 
0.21 
0.185 
88% 

11 

5.0 
22.4 
0.223 
0.196 
88% 

Next, we turn to a 2-D network: 10 x 10 grid, which is more representative 
of typical real world topologies. Each packet has its own destination chosen 
randomly from the immediate neighbors of the transmitter. In this configura­
tion, the Manhattan distance between neighboring nodes was 4.5 meters. The 
reception power threshold (PR) was configured to allow the transmission range 
of only 4.5 meters such that only immediate neighbors could directly commu­
nicate. 

We conducted four sets of simulations using 1 Mbps, 2 Mbps, 5.5 Mbps and 
11 Mbps as the data rate for each node, respectively. In each set of the simu­
lations, we altered the path loss exponent and PCS threshold. The aggregate 
throughput of the grid network are plotted in Fig. 7.10. It is evident that the 
optimal PCS threshold does not change with the path loss exponent in a large 
homogeneous network, and the optimal PCS threshold obtained via simulation 
matches the theoretical ß very well (see Table 7.5). 

Table 7.5. Simulation results of optimal carrier sensing thresholds (dB) in a 10 x 10 802.11b 
grid (S: Simulation) 

Data Rate (Mbps) 

Simulation (7 -
Simulation (7 = 
Simulation (7 = 
ß 

3 2) 

= 2.5) 
= 3) 

1 

-11 
-11 
-11 
-11 

2 

-13 
-13 
-13 
-14 

5.5 

-17 
-17 
-17 
-18 

11 

-19 
-20 
-20 
-21 

The simulation is now repeated for 802.1 la .̂ Table 7.6 compares the theo­
retical optimal pcs.t (i-e. ß) with the optimal value from simulations, showing 
that the theoretical optimal carrier sensing threshold ß is also valid for 802.1 la 
network. 
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Figure 7.10. Aggregate 1-hop throughput as a function of PCS threshold for various pathloss 
exponent values in a 10 x 10 802.1 lb grid (data rate =lMbps, n=10xlO, Random Traffic, PN=-
200dbm) 

Table 7.6. Optimal carrier sensing thresholds (dB) in a 10 x 10 802.11a grid with Different 
Data Rate (Mbps) (7 = 3) 

Data Rate (Mbps) 

Simulation 
ß 

6 

-7 
-7 

9 

-9 
-9 

12 

-11 
-11 

18 

-13 
-13 

24 

-17 
-17 

36 

-21 
-22 

48 

-27 
-27 

54 

-29 
-29 

5.3 Optimal PCS + Multi-Channel Clustering 
Fig. 7.11 shows an example of how our clustering multi-channel and two-

radio architecture works in a 10 x 10 regular grid with three orthogonal channels. 
We implement a two-radio 802.11 client module in OPNET. Let d denote the 
distance between two nearest neighbors; we configure the transmission range 
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Architecture 

as y/2d. During the simulation, the network will automatically cluster into 
the topology as shown in Fig.7.11. The dark nodes are clusterhead, and the 
dotted circle indicates all independent clusters. Two orthogonal channels (for 
the circles denoted by thick and thin dash lines, respectively) are used for 
intra-cluster communications. The channel assignment in Fig.7.11 minimizes 
co-channel interference and achieves the highest spatial reuse. 

Fig.7.12 compares the total one-hop throughput with the new clustering 
multi-channel and two-radio architecture to the traditional single-channel, single-
radio mesh. A random traffic generation model at each node was used with 
a sufficiently high offered load such that the nodes remain saturated during 
the simulation. Fig.7.12 clearly demonstrates the performance improvement 
with clustering and multiple orthogonal channels. The steady-state average 
throughput is 8.1 Mbps in the new CMT architecture, and only 2.7 Mbps in the 
single-channel and single-radio mesh. The gain is about 300%, which is the 
maximum gain achievable when using 3 orthogonal channels. 

Fig.7.13 illustrates the one-hop throughput distribution with respect to links, 
where links Ai, Bi, and Q are also indicated in Fig. 7.11 {i = {1, 2,..., 10}). 
Clearly, links Ai experience worse interference environment than links Bi and 
Ci, leading to the oscillation of the throughput distribution, illustrating the 
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Figure 7.13. Average One-Hop Throughput Distribution (between 300sec. and 500 sec.) 

location-dependent fairness problem. We do not consider the fairness problem 
further; it is interesting to speculate how physical carrier sensing may be used 
to mitigate the location-dependent fairness problem. It implies for instance that 
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the preferable locations for gateways in a wireless mesh network may not be 
the center of the network. 

Finally, we vaUdate the new architecture in a random topology as shown in 
Fig.7.14. The transmission range is fixed at 25 meters. In Fig.7.14, dash and 
dash-dotted lines indicate the nodes using channel 1 and channel 2 for their 
secondary radio, respectively. We also used the circles to illustrate the clusters 
with clusterhead in the center. Fig.7.15 compares the performance with both 
aggregate throughput and throughput distribution. We clearly see that (after 
300 seconds) the aggregate throughput of the proposed architecture (10Mbps) 
is almost 3 times higher than that of the traditional one (3.5Mbps). 
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Figure 7.14. 2D 200m x 200m 100-Nodes Random Topology Using the Clustering Multi-
Channel and Two-Radio Architecture (at 500 seconds) 

6, Related Work on .11 MAC Enhancements 
Interference mitigation has been a well-known challenge for MAC protocols 

in wireless mesh networks. Much of the existing research in this space has 
focused on eliminating the hidden terminal [11] problem. A virtual carrier 
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sensing mechanism, implemented through the RTS/CTS handshake, has been 
adopted by IEEE 802.11 in an attempt to eUminate the hidden terminal problem. 
However, this has an underlying assumption that all hidden terminals are within 
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transmission range of receivers (allowing them to receive the RTS or CTS 
packet successfully). While such an assumption may be reasonable for single 
cell WLANs, it is generally not true for multi-cell WLANs and multi-hop mesh 
networks. Researchers [12] [13] [14] haveby now recognized that virtual carrier 
sensing with RTS/CTS does not solve the hidden terminal problem effectively 
for such networks. 

It was shown in both [12] and [14] that the interference range is a function 
of T-R separation distance. Depending on the T-R separation distance, the 
interference range can be smaller or larger than the transmission range. If the 
interference range is smaller than the transmission range, RTS/CTS can indeed 
prohibit all the hidden terminals from interfering with the existing transmission; 
but some of the nodes that are not capable of interfering are also prohibited from 
transmitting. Thus, in this configuration RTS/CTS is too aggressive, resulting 
in a significant exposed terminal problem that wastes potential throughput by 
requiring potential transmitters to unnecessarily back off. On the other hand, if 
the interference range is larger than the transmission range, RTS/CTS can fail 
to prevent hidden terminals from interfering with an existing transmission. So 
RTS/CTS is too conservative and ineffective in this case. 

A technique was suggested in [12] to avoid the conservative RTS/CTS sce­
narios by allowing only the transmitter-receiver pairs with distance shorter than 
a threshold to perform transmission; the threshold is set such that the corre­
sponding interference range will not be larger than the transmission range. The 
constraint on T-R separation distance is imposed by only allowing a node to 
reply to a RTS packet with a CTS packet when the receive power of the RTS 
packet is larger than a threshold, even if the RTS packet is received success­
fully and the node is idle. This added constraint ensures that RTS/CTS never 
becomes too conservative and so the hidden terminal problem is avoided. How­
ever, this approach does not address the exposed terminal problem introduced 
by the aggressive RTS/CTS. Another disadvantage of such an approach is that 
it reduces effective transmission range and thus lowers network connectivity. 

Several other techniques attempt to reduce inefficiencies introduced by ex­
posed terminals. The protocol described in [10] focuses on the exposed termi­
nal problem directly by enabling nodes to identify themselves as exposed nodes 
and opportunistically scheduling concurrent transmissions whenever possible. 
While [14] recognizes that RTS/CTS can be either too conservative or too ag­
gressive, it only addresses the problems associated with aggressive RTS/CTS. 
The authors propose a Distance-Aware Carrier Sensing (DACS) scheme which 
employs an extra handshake in addition to RTS/CTS to disseminate one-hop 
distance information to neighbors so that medium reservation can be more accu­
rate and spatial reuse can be improved to reduce the negative impact of exposed 
terminals. 
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Besides interference, packet collision is another important factor contribut­
ing to the final SINR. However, collisions due to simultaneous transmission 
attempts cannot be reliably prevented by using physical carrier sensing alone. 
A common approach to avoiding persistent collisions is random back-off, e.g the 
binary exponential backoff algorithm in the 802.11 MAC standard. Recently, 
there have been several efforts aimed at optimizing the back-off algorithms 
and contention window size to minimize collisions [6] [17] etc. While the 
focus of this paper is on leveraging the spatial reuse of a network to enhance 
the throughput performance through physical carrier sensing, these techniques 
may be supplemented with the above to simultaneously minimize interference 
and the impact of packet collisions to further improve aggregate throughput in 
a dense wireless network. 

Unlike prior techniques that attempt to avoid interference through handshake 
protocols, this paper approaches interference mitigation from the perspective of 
leveraging spatial reuse. We believe that the key to the optimal spatial reuse is to 
maintain the appropriate separation distance between simultaneous transmitters. 
Therefore we focus on enhancing the physical carrier sensing mechanism with 
tunable sensing threshold for the 802.11 MAC. What we propose in this paper 
is a simple and effective method that directly redresses some of the issues in 
virtual carrier sensing with RTS/CTS. 

7. Conclusion 
In this paper, we propose to enhance physical carrier sensing with a dy­

namically tunable sensing threshold and adopt a novel clustering two-radio and 
multi-channel architecture to improve spatial reuse in 802.11 mesh networks, 
aiming at increasing the aggregate network throughput. Simulations were per­
formed for both 1-D chain and 2-D grid topologies to validate the analysis and 
the proposed scheme. The main contributions of this paper are: 

(1) We have demonstrated that physical carrier sensing with the tunable sens­
ing threshold is effective at leveraging spatial reuse in 802.11 multi-hop 
mesh networks, shown by increases in aggregate throughput. This im­
provement is achieved without requiring the use of virtual carrier sensing. 
Although the 802.11 MAC is a CSMA/CA based distributed and asyn­
chronous scheme, it has the capability to make good use of the spatial-
reuse property in a mesh (90% of the theoretical limit in a chain). 

(2) We have proposed an adaptive PCS scheme to achieve a near-optimal car­
rier sense threshold automatically, leading to a substantial throughput 
improvement for 802.11 mesh networks. With assumptions of homo­
geneous links and co-location of sender and receiver, l/S'o gives the 
theoretical approximation to the optimal sensing threshold, where SQ is 
the SINR threshold for achieving the link capacity. 
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(3) We have presented a new clustering multi-channel and two-radio (CMT) 
architecture using 802.11 MAC protocols. Distributed clustering works 
with a new minimum interference channel selection algorithm (MIX) 
to distribute orthogonal channels in a mesh, maximizing the aggregate 
throughput. OPNET simulations were conducted to validate the new 
architecture. Compared to a traditional single-channel and single-radio 
mesh, the gain achieved with three orthogonal channels in terms of the 
aggregate one-hop throughput is about 300% in a 10 x 10 grid using local, 
random, and saturate traffic as well as in a 200m x 200m 100-nodes 
random topology. 

Although this paper is focused on 802.11 networks, the analysis on optimal 
physical carrier sensing is appUcable to any CSMA/CA-based mesh network. 
As the initial step to showcase the potential of enhanced physical carrier sensing 
and multi-channel clustering in improving aggregate throughput, this paper 
focuses on regular network topologies. Future work may include extending the 
investigation to random topologies. 

Notes 
1. Further, proportionally improved MAC efficiency is needed to translate increase link layer rates to 

higher MAC throughput. 
2. Note that each AP also needs a third radio for communications for the AP-MT link (MT: Mobile 

Terminal), which must be orthogonal to the AP-AP mesh band to avoid interference. This promotes the use 
of dual, e.g. .11 a/b, radio interface cards. 

3. Clearly, this assumption is a main drawback of the subsequent analysis, but further refinements are 
not possible without assuming specific network topologies. The results here thus have the advantage of not 
being tied to a specific topology. 

4. More so for higher data rates since higher 5*0 values will be required. 
5. a random variable with uniform distribution on the range (0, T2); the random component is designed 

to avoid the event that two clusters always select the channel at the same time, i.e., channel selection collisions. 
6. We use the same modulation curve for 802.1 la simulation as in [18] 
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Abstract This chapter describes our experiences with the design and use of a rapidly 
installable self-configuring beaconing system. Our system is comprised of a 
set of custom-designed wireless sensor nodes, the Medusa MK-2 nodes that 
can form a local coordinate system a few seconds after they are deployed. This 
results in a versatile, low-cost system based on battery operated devices eliminates 
the need for costly and time-consuming infrastructure installations. During the 
system bootstrapping phase, the Medusa Kindergarten - 2(MK-2) nodes localize 
themselves and then enter a service phase in which they act as "satellites" that 
assist other objects in the room to determine their locations with a few centimeters 
of accuracy. 

Keywords: Sensor networks, node localization, location aware systems. 

Introduction 
As wireless embedded systems evolve, location awareness is becoming a 

fundamental requirement for small wireless devices to operate autonomously 
and it is the key enabler for many applications. This chapter reports our ex­
periences in adding location awareness to a deeply instrumented system for 
observing the level of children interaction during early childhood education. 
This work was conducted as part of the Smart Kindergarten project [9, 8] at the 
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University of California, Los Angeles. The Smart Kindergarten project aims 
to develop a deeply instrumented environment for studying child development 
in early childhood education. The overall goal of the project is to provide the 
necessary infrastructure support for investigating how learning takes place in­
side a classroom during a child's pre-school years. To do so the members of 
the Smart Kindergarten team have designed and implemented a wide variety of 
platforms and components that enable the close observation of student behavior 
in the form of speech, gestures and their interaction with toys and objects in a 
classroom setup. The Smart Kindergarten environment hosts a wide variety of 
devices that ubiquitously record the activities of children inside the classroom. 
A Smart Table [3] was developed to track multiple objects sitting on its surface. 
By identifying and localizing various objects on the table surface, the Smart 
Table measures the level of interaction of kids with a set of puzzle blocks sit­
ting on the table. An elaborate speech processing system has been designed to 
record and process speech streams, and a rapidly deployable ad-hoc localiza­
tion system has been designed to estimate and record high precision positions 
of students (within 10 centimeters) and objects within the classroom. This 
time-stamped information is propagated and stored in a backend database that 
can be used by the education researchers that need to process the data offline at 
a later stage. 

This chapter focuses on the localization subsystem components. The unique­
ness of this system lies in the new innovative design of an ecology of sensing 
devices, supported by a software infrastructure and a new set of location dis­
covery algorithms specifically designed for this project. Instead of providing 
all the details of the project, this chapter highlights the main features of the 
smart beaconing system, and provides a set of references that describe each 
component in greater detail. The first half of the chapter describes the software 
and hardware components of the localization infrastructure, and the second half 
presents an overview of our results in the broader topic of ad-hoc node local­
ization. The chapter concludes with summary of the lessons learned and a set 
of directions for future work. 

1. Localization System Hardware Building Blocks 
To closely observe student locations inside a classroom we have developed 

a location infrastructure shown in Figure 8.1. The infrastructure based on an 
ecology of wirelessly connected sensing devices that among other tasks are 
responsible for extracting detailed location information from the classroom 
environment. The students are tracked with the help of a custom designed 
wearable device, the (Badge [2], that is able to obtain its location with the 
help of a set of smart beacons, the Medusa MK-2 beacon nodes attached on 
the classroom ceiling. Other objects in the room are tracked with an object 
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Bluetooth Wireless Link 

Figure 8.1. The Smart Kindergarten Localization Infrastructure 

tag which is implemented with a Mica wireless sensor node designed at UC 
Berkeley. All the devices are battery operated and the system is designed to 
be rapidly deployable and self-configuring. Operation in a typical classroom 
setting will proceed as follows. First the ceiling beacons are evenly placed 
on the classroom ceiling. During an initial bootstrapping phase, the ceiling 
beacons form a local coordinate system by measuring the horizontal distances 
to each other using their onboard ultrasonic distance measurement system. This 
process takes a few seconds to complete and the locations of the ceiling beacons 
are stored on a workstation that serves as the location computation engine. Once 
the bootstrapping phase is completed, the ceiUng beacons enter a service mode. 
When in service mode, the beacons synchronize among themselves to broadcast 
a combination of radio and ultrasound reference signals into the classroom space 
at a frequency of approximately 12 reference signals per second. The iBadges 
and object tags, use these signals to compute their distances to the beacons (the 
Medusa MK-2 nodes) and transmit their time-stamped distance measurements 
to the location computation engine that computes node locations and stores 
them in the Sylph server [10] for future processing. 

While it is possible to pursue a distributed implementation where beacons 
could transmit their signaling in a more ad-hoc manner and devices in the 
room could estimate their locations individually, we decided on a centralized 
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Figure 8.2. The Smart Kindergarten Localization Platforms 

implementation for performance purposes. By having beacons transmit their 
reference signals in a synchronous manner, the localization process can achieve 
a higher rate, that is, devices inside the room can receive location updates at 
a faster rate. For the same reason, the devices inside the classroom propagate 
their measurements to the location computation engine, to achieve higher rate 
processing of the measurements. In addition to performance issues, this setup 
was also selected to favor scalability. By having a limited set of ceiling beacons 
transmitting the reference information, and allowing wearable devices and ob­
ject tags to make passive measurements, one can accommodate a very large 
number of devices in the same room without compromising the location update 
rate of the system. Figure 8.2 depicts the platforms designed for this system. 
A more detailed description of the platforms is provided in the subsections that 
follow. 

1.1 Ceiling Beacons: Medusa MK-2 

The Medusa MK-2 node [5] is a low cost, low power wireless sensor node, 
specifically designed to act as a ceiling beacon node. The MK-2 node has two 
on board microcontrollers, an ATMegal28L and an AT91FR4081, both from 
ATMEL. The ATMegal28L is an 8-bit microcontroller running at 4MHz and it 
is responsible for running frequent tasks that do not require any heavy weight 
computation. Such tasks include driving the on-board RFM TRIOOO radio, 
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Figure 8.3. Medusa MK-2 architecture 

handling a lightweight MAC layer and driving the ultrasonic ranging system. 
The different software components are implemented as tasks inside the PALOS 
embedded operating system that will be described in section 2.1. 

The AT91FR4081 processor features an ARM7TDMI core supporting the 
32-bit ARM and the 16-bit THUMB instruction sets. This processor runs at 
40MHZ and has 128Kbytes of on-chip RAM and 1Mbyte of FLASH. This 
processor is dedicated to less frequent but more computation intensive tasks 
such as the least squares estimation algorithms used to estimate node locations 
during the bootstrapping phase. The location computation in a distributed 
fashion inside the sensor node or it can take place on the sensor node using the 
algorithm described in [6] or at the central location computation engine. Figure 
8.3 shows a block diagram that describes the MK-2 architecture. 

In addition to the ultrasonic ranging board, the Medusa MK-2 node includes 
a 2-axis MEMS accelerometer to detect node movement, two push-buttons that 
can serve as user interfaces, as well as GPS interface to receive position and 
timing information from an additional outdoor node placed outside the class­
room. The two processors communicate with each other through a UART and 
each processor has an additional UART attached to the programming connector 
pins that allows the processors to communicate with external devices. 

The Ultrasonic Ranging Subsystem. The ultrasonic ranging system is a 
separate accessory board attached to the Medusa MK-2 node. This board car­
ries four receiver-transmitter pairs of 40KHz, 120-degree beam angle ultrasonic 
transducers. Three transducer pairs are aligned in a circular pattern on the board 
perimeter, to provide a 360-degree angle. These transducers are slightly bent 
so that the ultrasonic signal transmissions coverage starts from the plane facing 
the node enclosure base and expands towards the plane perpendicular to the 
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node base. The fourth receiver transmitter pair is perpendicular to the board to 
cover the region directly below the node. This transducer alignment produces 
a hemispherical coverage pattern that allows the ceiling beacons to measure 
distances to each other on the horizontal ceiling plane. At the same time, the 
ultrasonic transmissions are also transmitted in the room space, allowing the 
indoor locaUzation of objects in 3D space. Each ultrasonic transmitter is driven 
by a separate general purpose I/O line from the ATMegal28L microcontroller. 
The receiver circuit uses a two-stage op-amp amplifier followed by a threshold 
comparator and outputs a digital signal upon the detection of an ultrasonic sig­
nal. Each receiver output is wired to an external interrupt line that interrupts the 
ATMegal28L microcontroller each time an ultrasonic transmission is detected. 

Distance is measured by recording the time difference between the arrival 
of a radio pulse and an ultrasound pulse. The effective measurement range 
can range from a few centimeters to approximately 20 meters. In the MK-
2 implementation, the maximum measurement range is about 4 meters. We 
found this range to be suitable for localizing objects in a room for several 
reasons. First, the transmission range is long enough to reach sensor nodes 
lying on the room floor. Since the transducers beam pattern has a lobe shape, 
the maximum horizontal range is slightly less (around 2.5 - 3 meters). This 
allowed the experimentation with the position calibration of smart beacons by 
using multihop measurements. 

One of the main design parameters of the smart beacon system is multihop 
operation. This decision is based on four main reasons. First, the ability of the 
system to operate using multihop measurements, can help reduce localization 
latency. When low power ultrasonic transmissions are used, the beacons have to 
wait for a smaller interval for a any reverberations to die out before transmitting a 
new signal. Second, lower power ultrasonic transmissions; prolong the battery 
lifetime of each beacon. Third, multihop operation makes the system more 
scalable. This is desirable when deploying the ceiling beacons in rooms or 
over corridors in there is no full measurement connectivity between beacons. 
Multihop operation can localize beacons in the presence of obstacles by using 
indirect line-of-sight measurements. 

1.2 Wearable units and object tags: iBadge and Mica Ranger 

A wearable wireless badge, the iBadge [2], is equipped with a speech-
processing unit, two radios (a Bluetooth and a low power REM radio from 
RE Monolithics), 3D axis magnetic and acceleration sensors, temperature and 
humidity sensors and an ultrasonic ranging using to assist with localization of 
the iBadge. All the sensor measurements are transmitted through a Bluetooth 
link to a backend server, where all the data is stored in the Sylph middleware 
infrastructure. Sylph supports a set of abstractions that allow the easy connec-
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tion of the sensors to the infrastructure and provides a suitable API that allows 
researchers to perform data mining on the collected data. 

The object tag is implemented using a Mica sensor node from Crossbow [11]. 
It carries a custom design ultrasonic ranging board that is compatible with the 
ultrasonic ranging system on the Medusa MK-2 and iBadge nodes. The main 
difference of the object tag to the iBadge is that it can also act as a beacon by 
featuring both an ultrasonic transmission and reception. This was specifically 
implemented to facilitate localization in the presence of obstructions inside a 
room. The placement of object tags at different places inside the classroom, we 
can increase the probability that other objects and badges in the room to can 
be localized. This is because the object tags can transmit beacon signals from 
other locations in the room, to reach devices that have limited line-of-sight to 
the ceiling beacons. 

2. Software Infrastructure Support 
The localization infrastructure is supported by three main software compo­

nents, the Palos embedded operating system running on all the wireless plat­
forms (MK-2, iBadge and Mica Ranger), the measurement protocol stack that 
drives the ultrasonic measurement system and the location computation engine 
that fuses distance measurements to estimate node locations. 

2.1 Palos 
Palos (for Power Aware Lightweight OS) is a Hghtweight pseudo real-time 

non preemptive OS developed by Sung Park at the Networked and Embedded 
Systems Lab at UCLA to support the Smart Kindergarten platforms. Palos 
implements a lightweight pseudo real-time multitasking scheme where differ­
ent functionalities are specified as a set of well defined tasks. The operating 
system consists of three main entities, the OS Core the hardware abstraction 
layer(HAL), a manager and a set of tasks. The HAL implements the drivers to 
microcontroller specific peripherals (e.g UART and SPI drivers) and platform 
specific components such the RFM radio drivers and the drivers for the ultra­
sonic ranging subsystems. Palos tasks are similar to threads on legacy operating 
systems. Tasks are registered with the OS core during system initialization and 
are either scheduled to execute periodically according to a set of user defined 
intervals. Each task can communicate with other tasks by depositing an event 
in each others event queue. Finally, the OS core runs the main control loop that 
determines the order and frequency of task execution and maintains the task 
event queues. When a task has turn to execute, any events previously deposited 
in the task queue are sequentially passed to the task. The operating system does 
not support task preemption but provides a set of mechanisms for prioritizing. 
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Figure 8.4. Measurement Protocol Stack 

Stopping and resuming tasks. The stripped Palos core of the operating system 
occupies 956 bytes of microcontroller FLASH and 548 bytes of RAM. 

2.2 Distance Measurement Stack 
To handle the communication and measurement process among the ceiling 

beacons during the bootstrapping phase, and the distance measurement between 
beacons and the mobile entities during the service phase, we have developed 
a lightweight layered distance measurement stack, shown in figure 8.4. The 
bottom layer is an integrated layer that acts as a driver for the radio and the 
ultrasonic ranging hardware. The BMAC layer implements a simple CSMA 
medium access control protocol that provides reUable communication on the RF 
communication channel. The ranging coordination layer is implemented on top 
of BMAC and is responsible for the coordination of ultrasonic transmissions 
between nodes. This layer is responsible for ensuring that ultrasonic trans­
missions from different nodes do not interfere with each other. This is done by 
applying an arbitration protocol that determines the ordering that nodes transmit 
their reference signals. Finally, an additional layer above the ranging coordi­
nation layer performs an initial filtering on the measurement data and classifies 
the data into a set of appropriate data structures in which they are forwarded to 
the location computation engine, or in the case of a distributed implementation 
they are passed to the localization algorithm running in a separate task. 
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3. Location Discovery Algorithms 
The two main location discovery algorithms devised for the Smart Kinder­

garten environment are iterative multilateration [4] and collaborative multi-
lateration [6]. Both algorithms are primarily used for localizing the ceiling 
beacons during the bootstrapping phase. In iterative multilateration, a node 
localizes itself if it can receive reference signals from three other nodes that 
already know their locations. This allows the node with unknown location to 
estimate its position and then provide reference signaling for other nodes with 
unknown locations to estimate their locations. Given sufficient densities and 
an initial number of beacon nodes, iterative multilateration will localize all the 
nodes in the network. Iterative multilateration suffers from two main problems. 
First, it can get stuck in regions of the network that do not have sufficient beacon 
densities. If the process reaches a point where none of the nodes with unknown 
locations can obtain reference information from at least three beacon nodes, lo­
calization can get stuck. To alleviate this problem, we developed collaborative 
multilateration. Collaborative multilateration enables multiple nodes to share 
their beacon information and jointly estimate their positions using the beacon 
node locations and a set of inter-node distance measurements. 

Collaborative multilateration uses a three-phase process. During the first 
phase, the nodes compute a set of initial estimates by forming a set of bound­
ing boxes around the nodes. The nodes then organize themselves into over-
constrained groups in which their positions are further refined using least 
squares. The refinement phase can use one of two possible computational mod­
els, centralized and distributed. The centralized computation model requires 
beacon positions and distance measurement information for the entire network. 
The distributed computation model is an approximation of the centralized com­
putation model in which each node is responsible for computing its own location 
by exchanging information with its one-hop neighbors. The key attribute that 
makes distributed collaborative multilateration possible is the insequence ex­
ecution within an over-constrained set of nodes. In distributed collaborative 
multilateration, each node executes a multilateration using the highly uncertain 
position estimates of its neighbors, and the corresponding distance to each of 
its neighbors. The consistent sequence of execution of multilaterations among 
each nodes results in the formation of a global gradient that allows each node to 
compute its own position estimate locally by following a gradient with respect 
to the global constraints. 

3.1 Location Computation Engine 
The location computation engine is the software the fuses distance mea­

surements to derive node locations. This software is responsible for filtering 
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the measurements and selecting the set of beacon nodes that will give the best 
position estimate based on a set of geometric criteria. Once the positions are 
computed they get stored in the central system database for further processing. 

4. Conclusions and Lessons Learned 
The design of the Smart Kindergarten localization infrastructure was a chal­

lenging and rewarding experience. Although the initial system achieves some 
level of functionality, this localization system is still under constant refinement. 
The design of customized wireless sensor node provided valuable insight in the 
design of low power platforms using off-the-shelf components. This process 
also revealed several sources of overhead in the low volume production of exper­
imental systems in an academic environment. The purchasing of components 
from multiple vendors and unexpected lead-times in part delivery introduced 
unforeseen delays in the development our platforms. The experience derived 
from this project is driving the development of a new generation of locahzation 
platforms and algorithms. For more details and the latest developments in this 
platforms we refer the reader to our websites [1] and [8]. 
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Abstract 
The widespread dissemination of small-scale sensor nodes has sparked interest 

in a powerful new database abstraction for sensor networks: Clients "program" 
the sensors through queries in a high-level declarative language (such as a variant 
of SQL), and catalog management and query processing techniques abstract the 
user from the physical details of tasking the sensors. We call the resulting sys­
tem a sensor data management system (SDMS). Sensor networks have important 
constraints on communication, computation and power consumption. Energy is 
the most valuable resource for unattended battery-powered nodes. Since radio 
communication consumes most of the available node power, our goal is to iden­
tify strategies that reduce network traffic. We give an overview of three distinct 
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approaches to reducing the cost of processing aggregate queries in sensor net­
works: i) selection of suitable routes for collecting results of multiple queries, 
ii) data reduction techniques that exploit query commonalities and iii) a hybrid 
pull-push communication paradigm for query and result propagation. We pay 
particular attention to the third approach and present in detail an algorithm for 
finding a pull-push configuration that minimizes on expectation the network traf­
fic. Experimental analysis shows that our algorithm offers significant energy 
savings. 

Keywords: Sensor networks, query processing, multi-query optimization. 

1. Introduction 
Sensor networks consisting of small sensor nodes with sensing, computa­

tion and communication capabilities are becoming ubiquitous. Large-scale, 
densely deployed sensor networks extend spatial coverage, accomplish higher 
resolution, and improve reliability. Sensor networks have many applications. 
For example, in the intelligent building of the future, sensors are deployed in 
offices and hallways to measure temperature, noise, and light, as part of the 
building control system. Another application is habitat monitoring. As an ex­
ample, consider a biologist who may want to know of the presence of a specific 
species of birds, and once such a bird is detected, to map the bird's trail as 
accurately as possible. In this case, the sensor network is used for automatic 
object recognition and tracking. 

Sensor networks have important constraints on communication, computa­
tion and energy consumption. First, the bandwidth of wireless links connecting 
sensor nodes is usually limited, on the order of a few hundred Kbps, and the wire­
less network that connects the sensors provides only limited quality of service, 
with variable latency and dropped packets. Second, sensor nodes have limited 
computing power and memory sizes that restrict the types of data processing 
algorithms that can be deployed. Third, wireless sensors have limited supply 
of energy, and thus power reduction is a major system design consideration. 

Recently, a database approach to programming sensor networks has gained 
interest [1, 14, 21]: Clients "program" the sensors through queries in a high-
level language (such as variants of SQL), and catalog management and query 
processing techniques abstract the user from the physical details of tasking 
the relevant sensors. There are several advantages to programming the sensor 
network through declarative queries. First, by letting the system decide and 
optimize the execution strategy of a query, the user is isolated from the phys­
ical properties of the network. Second, an important class of queries involves 
properties of sets of nodes, and thus declarative addressing of nodes in groups 
that satisfy user-defined properties is a natural way to interact with sensor data. 
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Third, the system can decide to perform in-network processing and optimize 
the resulting computation structure within the network by intelligently placing 
query operators. We call such a system a sensor data management system, or 
SDMS. 

Most current SDMSs are optimized for executing a single aggregation query. 
Since radio communication consumes most of the available power of sensor 
nodes, SDMSs apply different strategies to minimize communication such as 
in-network processing. In practice, a SDMS supports many users accessing 
the sensor network simultaneously, with multiple queries running concurrently. 
The simple approach of processing every query independently of the others 
incurs redundant communication cost, draining the energy reserves of the nodes. 
We therefore need to investigate new approaches that take into consideration 
the query and sensor update workload in order to optimize data processing tasks 
in the SDMS. 

In this chapter we overview several ongoing research directions in multiple 
query processing techniques for sensor networks. Our first direction is aggre­
gation tree selection. Long-running aggregate queries are popular in sensor 
networks and have been discussed in recent papers [21, 14]. Processing aggre­
gation queries requires that data from a set of sensor nodes be routed to the site 
where these queries were posed, with in-network aggregation on the route. The 
most natural way is along edges of a spanning tree that in some sense "embeds" 
all queries. Selection of suitable routes has an important effect on the cost of 
processing multiple queries. 

A second, related research direction is data reduction. In order to minimize 
the number of messages for a given query workload and routing structure, 
we introduce a data reduction technique that exploits query commonalities at 
internal nodes where partial query results are merged. The feasibility and cost 
benefit of data reduction also depends in subtle ways on the choice of the routing 
tree. 

Our third research direction is a hybrid pull-push communication paradigm 
for query and result propagation. There are two ways of executing queries. 
One possibility is to reactively send queries into the network and io pull relevant 
results out of the network. Another possibility is to proactively push all possibly 
relevant readings out of the network independent of the actually running set of 
queries. In this paper we propose a hybrid pull-push approach: sensor readings 
are pushed proactively to selected nodes in the network from which they are 
later pulled when queries are asked. Carefully drawing the line between the 
pull and the push areas can offer significant communication savings. 

The remainder of the chapter is organized as follows: We first introduce our 
model of a sensor network in Section 2). We then overview three different ap­
proaches to energy-efficient processing of multiple aggregate queries in Section 
3: these include aggregate tree selection, in-network data reduction, and hybrid 
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pull-push communication. In Section 4, we focus on the third approach and 
present in detail an algorithm that selects an energy-optimal pull-push config­
uration given a query and sensor update workload. Section 5 surveys related 
work and Section 6 concludes the paper and discusses ideas for future work. 

2. Model 
In this section, we describe our model for sensor networks and sensor data, 

and outline our architectural assumptions. Sensor Networks. We consider 
a sensor network that consists of a large number of sensor nodes connected 
through a multi-hop wireless network [16, 10]. We assume that nodes are sta­
tionary, all node radios have the same fixed communication range, and that 
each node is aware of its own location. (Note that future generations of nodes 
might have variable-range radios; an extension of this work to variable-range 
radios is future work.) We distinguish a special type of node called a gateway 
node. Gateway nodes are connected to components outside of the sensor net­
work through long-range communication (such as cables or satellite links), and 
all communication with users of the sensor network goes through the gateway 
node. Sensor networks have the following physical resource constraints: 

Communication. The bandwidth of wireless links connecting sensor nodes 
is usually limited, on the order of a few hundred Kbps; the network provides 
limited quality of service, with variable latency and large packet drop probabil­
ity. 

Power consumption. Sensor nodes have limited supply of energy; thus, 
energy-efficiency is a major design consideration. 

Computation. Sensor nodes have limited computing power and memory 
sizes that restrict the types of data processing algorithms that can be deployed 
and intermediate results that can be stored on the sensor nodes. 

Sensor Data. Each sensor can be viewed as a separate data source that 
generates structured records with several fields such as the id and location of 
the sensor that generated the reading, a time stamp, the sensor type, and the 
value of the reading. (We assume that some of the signals might have been 
postprocessed by a signal processing layer.) Conceptually, we view the data 
distributed throughout the sensor network as forming a distributed database 
system consisting of multiple tables with different types of sensor data. 

Queries. The sensor network is programmed through declarative queries 
which abstract the functionality of a large class of applications into a common 
interface of expressive queries. Our work does not depend on any specific query 
language; instead it applies to any query processing strategy that performs in-
network processing by collecting data from multiple sensors onto a designated 
subset of nodes. These nodes may simply store unprocessed sensor readings 
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directly, or they may materialize the result of more complex processing over 
the sensor readings. 

Aggregation queries are particularly important in energy-constrained sensor 
networks since they involve propagation of data summaries, rather than of indi­
vidual sensor readings. Since many applications are interested in monitoring an 
environment over a longer time-period, long-running queries that periodically 
produce answers about the state of the network are especially important. Users 
might also be interested in issuing snapshot queries that require an answer only 
about the current state of the physical environment. 

Synchronization Between Sensors. We assume that the clocks of neigh­
boring nodes in the sensor network are reasonably synchronized, either through 
GPS or through distributed time synchronization algorithms (e.g., [12, 4]). 

3. Multi-Query Optimization 
In this section, we give an overview of three distinct approaches to energy-

efficient query processing in sensor networks: tree selection, data reduction 
and hybrid push-pull data dissemination. We first define some useful notation 
and then give intuitive examples that illustrate the optimization opportunities 
arising in each of the approaches. 

We consider a set of sensor nodes 5 i , . . . , 5/. spread in the plane. We divide 
time into rounds. Queries are executed at the end of a round, and they refer to 
sensor readings generated during that round. Let Q = {(gi,pi), . . . , (gn,Pn)} 
be the query workload, where pi is the probability that qi is executed at the 
end of around. Similarly, let S = {(51,^1),..., (5/., Uk)} represent the sensor 
update workload, where Ui is the probability that sensor si is updated during a 
round. For concreteness, we consider queries qi of the form: 

select aggr{s.attr) from Sensors s where s.loc in Regioni. 

Each query returns the aggregate value of some subset of the data sources lying 
in a certain region. We assume that the aggregate function used is the same for 
all queries and we specifically consider the sum function in the examples that 
follow. 

We are given a dissemination tree of sensors rooted at the special node called 
the gateway. The energy cost of sending an n-bit message along a tree edge 
is a -f ßn, where a is the startup cost of activating an edge and ß represents 
the per-bit cost. Both the parameters a and ß are sums of two components 
each, as + a^ and ßr-\- ßs, respectively, where a^ (respectively, ßs) is the part 
of the fixed cost (respectively, per-bit cost) associated with the sender and a^ 
(respectively, ßr) is the part associated with the receiver. 

Most SDMSs are optimized for executing a single long-running query, which 
is processed in two phases: In the query propagation phase, the query is dis­
seminated from the gateway node to the relevant sensor nodes. This phase 
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results in the construction of a dissemination tree, e.g. by letting every sensor 
select as its parent the node on the shortest path to the gateway. In the query 
execution phase, results are periodically pushed from the sensor nodes to the 
gateway node along the tree paths, performing in-network aggregation on the 
way. In the remainder of this section, we show that significant energy savings 
can be achieved by applying multi-query optimization techniques that take into 
consideration the query and sensor update workloads. 

3.1 Tree Selection 
The effectiveness of processing multiple aggregate queries along a dissem­

ination (or aggregation) tree depends on the choice of the aggregation tree. In 
this subsection, we study tree selection, the problem of computing an optimal 
tree in the underlying sensor network that connects the root with the set of active 
sensors. 

We consider two performance criteria for determining the quality of an ag­
gregation tree, both based on energy consumption. One criterion is to minimize 
the total energy consumed for processing the given query set. Another criterion 
is to minimize the maximum energy consumed at a node, aimed at maximizing 
the network lifetime (defined as the time until the first node dies). In the fol­
lowing, we make the simplifying (if somewhat unrealistic) assumption that the 
start-up cost of activating an edge (a) is 0; that is, the energy consumed in the 
transmission and reception of b bits on a link is proportional to b, thus implying 
that minimizing the total number of data bits sent is equivalent to minimizing 
the total energy consumed. 

We first note that the general problem of tree selection in such a network 
for minimizing total energy consumed is intractable: an easy reduction from 
the NP-complete rectilinear Steiner tree problem [5] shows that tree selection 
is NP-hard even for the case of a single query. In the remainder of this section, 
we present a series of examples that indicate how the effectiveness of aggrega­
tion trees varies with problem instances and the performance criteria. In our 
examples, we assume that nodes of the sensor network are organized in a grid. 

A given instance specifies an underlying sensor network G with a designated 
root r and a set Q of queries covering a set S of sensors. For a given tree T that 
connects every sensor node included in a query in Q to the root, the total cost 
(or the maximum cost) depends on the query processing algorithm used over 
T, since different solutions may differ in the amount of communication along 
the tree links. Here we assume that the total cost (respectively, maximum cost) 
is that of an optimal query processing plan for the set Q. 

Example: Consider a sensor network consisting of a 3 x 3 grid with 9 sensor 
nodes. We let (i, j) denote the node in row i, column j , 0 < i, j < 3. Suppose 
the root server is the center (1,1). We consider different query set instances. 



Multi-Query Optimization for Sensor Networks 185 

in each of which all the sensor nodes are active; thus the desired tree is, in 
fact, a spanning tree. We assume that all the update probabilities and the query 
probabiHties are 1. 

Figure 9.1. Aggregation trees and query set instances. Each of the six figures illustrates a query 
set instance and an aggregation tree. In each figure, a query is represented by the set of nodes 
within a bounding box and the aggregation tree is shown with edges directed toward the root, 
which is shaded gray. For reference, we label the query sets and trees in parts (a) through (f) by 
Qa through Qf and Ta through T/, respectively. 

1 Qa contains the single set of all nodes. That is, the only query of interest 
is an aggregate of all the nodes. In this case, every spanning tree has the 
same total cost and is hence optimal. In particular, the tree Ta consisting 
of all the vertical edges together with the horizontal edges on row 1 is an 
optimal tree (see Figure 9.1(a)). 

2 Qi) is the same as Qa, but the performance criterion is is network lifetime 
rather than total cost. Tree Ta is no longer optimal. In a "snakelike" tree 
Tb (see Figure 9.1(b)), each node sends and receives at most one message 
and the root receives two messages, while in Ta, certain intermediate 
nodes receive two messages and send one message and the root receives 
four messages. The exact benefit of Tt over Ta depends on the ratio of 

3 Qc contains all the singleton sets. That is, every query seeks the data on 
a single node. In this case, a tree with optimal total cost is a shortest path 
tree. Thus, tree Ta has optimal total cost. The same can be said for tree 
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Tc consisting of all the horizontal edges together with the vertical edges 
on column 1 (see Figure 9.1(c)). Both the trees have a cost equal to the 
sum of distances from each node to the center. In the given network, it is 
12; for a general N x N grid the cost is Q{N^). Clearly, the snakelike 
tree T5 is very poor, incurring a total cost of ©(A^^). 

4 Qd equals {{(^, j ) ^ 0 < i < 3} : 0 < j < 3}. That is, every query is 
an aggregate on a column. In this case, one can see that tree Td (same 
as Ta) is a tree with optimal total cost 8 (see Figure 9.1(d)) while tree Tc 
has total cost 12 and is suboptimal. 

5 In all the above instances, a tree with optimal total cost is a shortest path 
tree. However, this is not necessary. Suppose the root is at node (0,1) 
and the query set Qe consists of the query {(0,0), (1,0), (2,0), (2,1)} 
and a set consisting of each of the other nodes (see Figure 9.1(e)). For this 
instance, in a tree Tg with optimal total cost, the node (2,1) is connected 
to the root (0,1) via the long path (2,1) -^ (2,0) -^ (1,0) -^ (0,0) -> 
(0,1). 

6 As a final example, we consider a query set Qf with root (1,1) in which 
the queries are not disjoint (see Figure 9.1(f)). For this instance, the tree 
Ta has total cost 10. This is because the bases of the projection of the 
queries on to columns 0 and 2 are both of size two; consequently, the 
two horizontal edges on row 1 have to carry 2 information units, one 
corresponding to a column and the other corresponding to a node in row 
0. In contrast, tree Tf has a cost of 9 only because only one subtree rooted 
at a child of the root has a basis of size more than one; in particular, only 
the vertical edge ((0,1), (1,1)) carries two units of information, while 
every other edge carries one. 

The above examples indicate that the optimal trees have diverse characteristics, 
depending on the particular query instance and the performance criterion being 
considered, even for the special case when the set of active sensors includes all 
the nodes. 

To close this subsection, we note that it is not necessary to confine our 
attention to trees. When queries are not disjoint, the generalization to DAGs 
can be beneficial. It is not difficult to generalize the example of Tf above so 
that a DAG in which the shared sensor value is sent to two neighbors yields a 
lower cost solution than any tree. Aggregation DAGs are the subject of future 
research. 

3.2 Data reduction 
In the previous subsection, we showed that the choice of dissemination tree 

has an important effect on the cost of query processing. Our implicit assumption 
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was that given a certain tree, the optimal multi-query processing plan is selected. 
In this subsection, we elaborate further on this assumption, i.e. we study the 
problem of identifying an optimal plan for processing multiple aggregate queries 
along a given dissemination tree. 

Figure 9.2 shows a simple example of a dissemination tree that connects five 
sensor nodes. Here the root r is the gateway node, the leaves a, b and c are the 
data sources, and values must be routed from the data sources through internal 
node i to the root as needed to compute query results. Data sources are located 
at the leaf nodes only for the purposes of this example; in general, we are able 
to deal with any intermediate node generating sensor readings. 

In the remainder of this section we present two scenarios of query evaluation 
on the tree of Figure 9.2. Each scenario introduces one of our techniques for 
multi-query optimization. 

Deterministic Updates: For the simplest scenario, suppose that each sensor 
produces a new value in each round. We call this the "D" scenario: it assumes 
that data updates occur deterministically, with probability 1. In each round, 
each sensor node proactively sends its current sensor value to its parent in the 
communication tree. Interior nodes of the tree compute sub-aggregates of the 
values they receive from their children, and forward them up the tree towards the 
root. Under these conditions, multi-query optimization involves recognizing 
when the values of sub-aggregates can be shared effectively among queries, so 
that redundant data messages can be eliminated. 

Consider evaluating the three queries a -\- b, a + b -[- c, and c on the tree of 
Figure 9.2. In each round all leaves send their values to the interior node i, which 
then has enough information to compute the values of all the queries. However, 
given our assumption that the energy cost of local computation is negligible 
compared to the cost of communication, it would be wasteful to forward all 
these values from i to the root. The three queries a-{-b,a-{-b-{- c, and c are not 
linearly independent - the values of any two of them can be used to calculate 
the value of the third. Thus, node i should forward only two of the values (say 
a-\-b and c). The root should then recompute the third value (a-{-b-\-c) locally, 
achieving a net saving of energy. 

In general, this technique of "reducing" the set of data values forwarded 
toward the root can be repeated at every subtree. Queries in the workload 
are first projected to a subtree rooted at node N which contains, say, £ sensor 
descendants. The projection is represented as a n x ^ bit matrix M, where 
M(i, j) is 1 if query Qi accesses sensor Sj. M is reduced to echelon form. The 
row cardinality (rank) of the reduced matrix M' denotes the number of results 
that node N must send to its parent. This observation leads to an algorithm that 
minimizes communication cost. 

Irregular Updates: Next we consider the "I" scenario, in which sensor up­
dates occur occasionally according to some probability distribution. The goal 
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of the query optimizer is to choose an efficient "result encoding," sending the 
minimum amount of data up the tree that will enable the root both to identify 
the queries affected by the updated sensors and to compute the values of those 
queries. We call data sent for these purposes RESULTCODE and RESULT-

DATA, respectively. 
Returning to the example in Figure 9.2, consider the same three queries 

discussed for the DD scenario: a + 6, a + ?> + c, and c. Suppose only sensor a 
is updated in a round. Clearly the information forwarded up edge (i, r) must 
inform the root that queries a-\-b and a + 6 + c are affected, and must include 
the current value of a. However, this does not imply that the root must "know" 
the exact set of sensors that were updated. It is easy to verify that sensors a and 
b and the aggregate a + 6 are all indistinguishable by any of the queries in the 
workload. Consequently, rounds in which a changes, or b changes, or both a 
and b change, can all result in identical messages being sent along edge (i, r). 

Thus, in the I scenario the goal of the multi-query optimizer is to find an 
optimally compressed result encoding that eliminates unnecessary distinctions 
in the RESULTCODE component in addition to representing the RESULTDATA 

component efficiently. This is a more difficult problem than in the D scenario, 
since the expected performance of a result encoding clearly depends on the 
distribution of sensor updates. 

3.3 Hybrid pull-push model 
The norm in existing sensor networks is either to proactively push sensor 

readings towards the gateway (push model) or to propagate currently running 
queries to the network and pull relevant data on demand (pull model). The 
question arises whether there are workloads that would favor a hybrid pull-
push approach. In a hybrid model, sensor readings are pushed proactively 
into the network and stored at carefully selected nodes, from which they are 
later pulled when queries are asked. By carefully selecting the borderline that 
separates the pull from the push areas of the network we can achieve significant 
communication savings when queries and sensor updates are probabilistic. 

Let tree edges be classified either as proactive (push) or on-demand (pull) 
in the optimal tree configuration. Along a proactive edge, all new data is sent 
upward unconditionally in every period. Thus, there is no need to send request 
messages down proactive edges. In contrast, an on-demand edge transfers only 
the data required to answer the queries posed in the current round. Thus, an on-
demand edge requires an explicit request message in each period. The request 
message must be sent even if no partial result is required in the current period. 
This is a consequence of a (realistic) energy model in which radio receivers 
have substantial power requirements. In the presence of collisions at the MAC 
layer and imperfect clock synchronization, the energy cost (at the listener) of 
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determining that no message will arrive in a period can be substantially more 
than the energy cost (at sender and Hstener) of transferring a short "nothing to 
request" message. 

For a proactive edge, the per-period expected cost is determined by the prob­
ability of new sensor readings being generated in the subtree beneath it. For 
an on-demand edge, the expected cost is the cost of its (unconditional) request 
message plus the cost of partial result messages needed to answer the currently 
posed queries. 

Letg = {(a+6,1-6), {a+c, 1-e)}, S = {(a, 1), (6,1), (c, 1), (i, 1), (r, 1)} 
be the traffic workload in the tree of figure 9.2. We show that the optimal pull-
push configuration depends on the expected query and result costs at each edge. 
As in our earlier discussion of tree selection, we assume a simple communica­
tion energy model in which the edge activation cost (a) is 0 and the per-bit cost 
(ß) is 1. Let q be the expected cost of sending a query request message down a 
tree edge, and r >= g the cost of sending a data result message. The expected 
pull cost of the edge between the root and interior node i is g + 2(1 — e)r, 
representing an unconditional request message and two query results with in­
dependent probabilities (1 — e). The expected push cost of this edge is 2r. The 
edges entering nodes b and c have equal expected pull costs of g + (1 — e)r. 
The edge entering leaf a has expected pull cost q-\- {1 — e^)r. The expected 
push cost of edges near the leaves is r. 

The optimal hybrid solution is now completely determined by the relative 
values of g, r and e. When q > 2er, a completely proactive (push) solution is 
best. For er < q < 2er, the best solution is to make on-demand (pull) only 
the edge from the root to node i, proactively sending data from the leaves to 
node i. For e^r < q < erit becomes beneficial to make the edges to nodes b 
and c on-demand as well, but still materialize the value of a at node i. And for 
q < e^r (the second limiting case above),a completely on-demand solution is 
optimal. This example illustrates that query probabilities affect our choice of 
where to draw the line between the proactive and on-demand edges. Similar 
examples can be given to show the effect of sensor update probabilities. 

Pull-push decisions were made based on the expected costs of query and 
result messages at different edges. In the general case, multi-query optimization 
techniques complicate the task of computing these costs. Recall the query 
and sensor update workloads in the example of the previous subsection: Q = 
{{a + 6,1), (a + 6 + c, 1), (c, 1)} and W = {(a, 1), (6,1), (c, 1), (i, 1), (r, 1)}. 
Since queries are deterministic a push strategy is preferable: each of the nodes 
a, b and c must push one value to its parent i, and i needs to push two values 
(instead of three) to the root r. Under deterministic query and sensor update 
workloads the number of results that each node needs to forward to its parent 
is easy to evaluate (as the rank of the corresponding projected query matrix). 
However, when queries are probabilistic, the expected rank of the projected 
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query matrix is very hard to compute. Things only become more complex 
when sensor updates are probabilistic. Here, current queries are projected only 
to the updated sensors of a subtree, and the corresponding bit matrix is reduced. 
Enumerating all different combinations of queries and sensors that might occur 
in a round and evaluating the rank of the corresponding matrices is prohibitive, 
especially for sensor nodes with Hmited processing capabiUties. The expected 
traffic routed over an edge is critical, however, in deciding whether to pull or 
push data along the edge. 

4. An adaptive hybrid pull-push approach 
In the previous section, we discussed three different approaches to saving 

energy in processing multiple aggregate queries. In this section, we focus on 
the third approach: we present in detail an algorithm that selects an optimal 
pull-push configuration, discuss its complexity and give a set of preliminary 
experimental results. 

4.1 Algorithm 
Our algorithm works in two phases and selects an optimal pull-push strategy 

that addresses two issues: i) depending on the aggregate function and the multi-
query optimization techniques applied, the expected volume of local edge traffic 
could be hard to compute; ii) by synthesizing locally-optimal decisions based on 
the expected traffic, we might obtain an incompatible pull-push configuration 
(e.g. select a pull edge below a push edge). 

Simulation phase: This is a statistics gathering phase. Nodes monitor the 
traffic of the network for a certain number of rounds (say m rounds). At every 
round, each node keeps record of the query q and result traffic r routed through 
it using the pull model. It also calculates the size of results R that it would 
forward to its parent, had it not known the current queries, i.e. had it used the 
push model. At the end of m rounds, every node evaluates the local average 
sizes avg{q), avg{r) and avg{R) of the forwarded query and result messages. 

Dynamic Programming (DP) phase: By the end of the simulation phase, 
every node Â  has evaluated the average cost of applying the push or pull model 
at the local edge e^^p(^i^y. Pushjsi = a + /? * avg{R) and Pulljsf = 2 x 
a + /? * [cbvg{q) -f- avg{r)). The optimal compatible pull-push configuration 
is selected in two passes. In the bottom-up pass, every node N recursively 
evaluates and informs its parent about the following costs: 

ST Pull N = PUUN + Yltll^^''' STPullPushchi,[i] 
STPushN - PushN + X : £ f ^"^ STPush,hj,[i] 
STPullPushN -= min{STPullN, STPushN} 

In the top-down pass, a node N (except for the root) waits until it is informed 
about the model (pull or push) used by its parent. Initially model=pull for every 
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node. The model value of the current node is set to push if either modelp(^]\j) = 
push or STPushjsf < STPull^, Node N then broadcasts its own model 
value to its children. By the end of the top-down phase, an optimal pull-push 
model has been assigned. 

Algorithm evaluation: We use the standard technique of Monte Carlo sim­
ulations to obtain near-accurate estimates of the required query and result costs. 
Let y (C/i,..., C//c) be a function of independent query or update events Ui. Y 
may stand for either q,r or R cost. Let Y denote ^ Yj/m of m samples from 
the underlying probability space. If Ymax is the maximum possible value for 
y , then for any 0 < £ < 1, Pr[|F - E[Y]\ > e] < e-^'^/^"^^\ The proof 
is omitted for lack of space. By setting the number of samples m sufficiently 
larger than Ŷ ax» we can set the probability that the estimate is £-away from the 
expectation arbitrarily close to zero. The independence assumption for query 
and update probabilities is used to bound the error between the estimated and 
the expected values. The proposed adaptive algorithm would be applicable even 
without the assumption, but without providing optimality guarantees. The DP 
phase enforces compatibility constraints for a hybrid model, i.e. an edge can 
be assigned the pull model, iff all ancestor edges are also pull. It can be im­
plemented in a distributed manner and communication-wise it involves sending 
two small messages per node. The calculations that it involves are very simple 
and do not require large storage capabilities. In order to adjust to changes in 
traffic probability distributions, the adaptive algorithm is repeated periodically. 

4.2 Experiment 
We simulate a network of 400 nodes organized in rectangular grid. A tree 

connects all nodes to the gateway (located in the bottom left comer). In every 
round, we run multiple sum queries that cover all sensors in a rectangular 
area. The area dimensions are randomly chosen between 1 and 20. Query 
messages are bit-vectors denoting which queries in the probabilistic workload 
QW occurred at the current round. Result messages include a bit-vector, which 
denotes which sensors in the subtree are updated in the current round, and a set 
of reduced query results. Each query result has size 32 bits. 

We first study the performance of different models on a workload of 50 
queries with small probabilities (0.1). Figure 9.3 shows that the push method 
outperforms the pull method for low update probabilities. The hybrid pull-
push method outperforms the others in all cases, offering benefits of up to 
20%. Figure 9.4 shows the impact of query probabilities when the update 
probabiUty is low (0.1). For query probability close to 0.2, the pull and the 
push cost become equal and the relative benefit of the hybrid approach (25%) 
is maximized. We finally evaluate the role of the edge activation cost a for 
small query probabilities (0.1) and deterministic updates (figure 9.5). When 
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Figure 9.2. An tree ex­
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Figure 9.3. Impact of update probabilities 

20*20 grid, root at lop left comer, queries=50, updateProb=0.1, a=150, b=1 

Figure 9.4. Impact of query probabilities 

a is very small pull outperforms push, since the overhead of query requests is 
small compared to their filtering benefits. Push is preferred however for large 
as. The relative benefit of the hybrid method is maximized when the pure 
method costs are equal (a = 210). This point shifts to the left, if we increase 
query or decrease update probabilities. 

5. Related Work 
There is much existing work related to query processing in sensor networks, 

both in database and network communities. We discuss some of this work 
below. 

Several research groups have focused on in-network query processing as a 
means of reducing energy consumption. The work most closely related to ours 
is the TnyDB project [14] at U.C. Berkeley, which investigates query process-
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Figure 9.5. Impact of edge start-up cost 

ing techniques for sensor networks including an implementation of the system 
on the Berkeley motes and aggregation queries An acquisitional approach to 
query processing is proposed in [13] for query optimization, in which the fre­
quency and timing of data sampling is discussed. The sensor network project 
at USC/ISI group [10, 8, 7] proposes an energy-efficient aggregation tree using 
data-centric reinforcement strategies (directed diffusion). A two-tier approach 
(TTDD) for data dissemination to multiple mobile sinks is discussed in [22]. 
In a recent study [6], an approximation algorithm has been designed for finding 
an aggregation tree that simultaneously applies to a large class of aggregation 
functions. Our study differs from previous work in that we consider multi-query 
optimization for sensor networks, which in conjunction with single query op­
timization techniques significantly reduces energy consumption and improves 
network lifetime. 

Although there has been much work on query processing in distributed 
database systems, [24, 2, 15, 23, 11], there are major differences between 
sensor networks and traditional distributed database systems. Most related is 
work on distributed aggregation, but existing approaches do not consider the 
physical limitations of sensor networks [17, 20]. 

The data dissemination algorithms studied in this chapter are all aimed at 
minimizing energy consumption, a primary objective in communication proto­
cols designed for sensor (and ad hoc) networks. Recent work on energy-aware 
routing proposes the selection of routes on the basis of available energy in 
order to increase network lifetime [3, 25, 16]. Heinzelman et al. present the 
SPIN family of network protocols for communication of large messages in 
sensor networks [9]. GAF (Geographical Adaptive Fidelity) [19, 18] is an al­
gorithm that also conserves energy by identifying nodes that are equivalent from 
a routing perspective and then turning off unnecessary nodes. While the pre-
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ceding studies consider routing protocols for arbitrary communication patterns, 
our study focuses on minimizing the communication cost associated with pro­
cessing multiple aggregate queries over a given communication tree. Although 
our techniques are mainly designed for tree-based routing structures, they can 
be integrated into other communication protocols to reduce the communication 
cost due to multiple concurrent queries. 

6. Conclusion and Future Work 
In this chapter, we identified three different approaches to optimizing the ex­

ecution of aggregate queries in sensor networks. Their common objective is to 
reduce the network traffic, and therefore the energy consumption at the nodes. 
We first showed that careful selection of the aggregation tree that connects the 
sensor nodes to the gateway plays an important role in reducing communication 
cost. For a given aggregation tree, further savings can be achieved by reduction 
techniques that exploit commonalities among queries and consider irregular 
sensor updates. Finally, we proposed a hybrid pull-push paradigm for reducing 
data dissemination cost relative to traditional pull or push techniques. Our de­
tailed description of the third approach shows that it can easily be implemented 
in a distributed manner and given the limited memory and computational capa­
bilities of small sensor nodes. The effectiveness of our technique was illustrated 
by some initial experimental results. 

In the future we plan to explore further these promising directions and devise 
approximation algorithms for selecting an aggregate tree and reducing data dis­
seminated along its paths. We believe that important progress can be made if we 
exploit not only the query correlations, but also the correlations of the physical 
sensed data. Moreover, the uncertainty involved in sensing physical phenomena 
gives some degree of freedom in delivering approximate query answers, which 
in turn, could lead to energy savings in large sensor deployments. Finally, we 
would like to consider multi-query optimization for a larger class of queries 
occurring in tracking, emergency and other sensor network applications. 
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Abstract Video streaming has become a popular form of transferring video over the Inter­
net. With the emergence of mobile computing needs, a successful video streaming 
solution demands 1) uninterrupted services even with the presence of mobility 
and 2) adaptive video delivery according to current link properties. In this paper 
we study the need and evaluate the performance of adaptive video streaming in 
vertical handoff scenarios. We created a simple handoff environment with Uni­
versal Seamless Handoff Architecture (USHA), and used Video Transfer Protocol 
(VTP) to adapt video streaming rates according to the "Eligible Rate Estimates". 
Using testbed measurements experiments, we verify the importance of service 
adaptation, as well as show the improvement of user-perceived video quality, via 
adapting video streaming in the vertical handoffs. 

Keywords: Adaptive video streaming, VTP, seamless handoff, vertical handoff. 

1. Introduction 
As the demand, production and consumption of digitized multimedia has in­

tensified in recent years, the latest application trends have created an increasing 
interest in providing practical multimedia streaming systems to meet the needs 
of mobile computing. In order to provide uninterrupted services and maximum 
user-perceived quality, a successful video streaming solution needs to adapt 
appropriately to mobile handoff scenarios. 

Consider the scenario where a user is in the midst of monitoring her biologi­
cal experiment through a multimedia streaming broadcast, on a PDA device, via 
an 802.11b wireless connection in her office. Concurrently, she is informed of 
an urgent request for her immediate presence from her collaborators 20 miles 



198 PERVASIVE COMPUTING AND NETWORKING 

away. Whereas she cannot afford to miss neither the streaming multimedia 
nor her meeting with her collaborators, an ideal ubiquitous computing solution 
would allow her to continue her current multimedia streaming session while in 
transit from her current location to her final destination. This involves leaving 
her office with her PDA (departing from an existing 802.1 lb high-capacity con­
nection), take an express shuttle to her collaborator's location (during which 
time continuing her monitoring via a lower-capacity IxRTT connection with 
the multimedia quality adapted to the changed capacity), and arrive at her col­
laborator's office (entering another 802.11b network and receiving multimedia 
of higher quality again). Although visions of such system have existed for some 
time [7] [20] however, an actual implemented system capable of handling the 
above scenario was not previous explored. 

As previously identified by [7] [20], in order to provide a system that ad­
dresses quality of service in mobile computing environments, the following 
key issues need to be resolved: 1) seamless mobility across heterogeneous net­
works, 2) application adaptation to maximize the end user's perceived quality, 
and 3) adaptation to network dynamics such as wireless channel errors and 
congestion. 

To accommodate mobile users switching between networks of different ca­
pacities, a seamless handoff technology, that preserves existing application 
sessions, is needed to tackle the first issue. Since mobile users may roam in 
an arbitrary pattern, an adaptive multimedia streaming technology, capable of 
maximizing the end user's perceived quality, is needed to address the second and 
third issues. Combining the criterion discussed above, a complete ubiquitous 
video streaming solution will undoubtedly incorporate both seamless handoff 
and adaptive multimedia streaming technologies. 

For the purpose of this system, a simple seamless handoff environment is 
created with Universal Seamless Handoff Architecture (USHA)[6] to handle 
various handoff scenarios. An important feature of US HA is application ses­
sion persistence. USHA can quickly adapt to user mobility while maintain­
ing uninterrupted connectivity for established network sessions. Furthermore, 
USHA requires little modification to the current Internet Infrastructure, making 
it an attractive choice for a seamless handoff testbed. We will discuss USHA 
in more details in section 3. 

A video streaming protocol, Video Transport Protocol (VTP) [2] is used for 
adaptive streaming applications. VTP adapts its sending rate, and thus quality, 
according to network conditions. Generally speaking, video streams encoded 
at higher rates have better quality over those encoded at lower rates, but they 
also demand more bandwidth. On the Internet where cross traffic is highly 
dynamic, bandwidth may not always be able to meet the demand. In such 
cases, the streaming server must lower its sending rate, or its packets would 
be heavily lost, severely impairing the quality perceived by the end user. On 
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the other hand, the server should also raise its sending rate when bandwidth 
appears to be plentiful, and maximize the resource utilization and perceived 
quality. With the bandwidth estimation technique motivated by TCP Westwood 
(TCPW) [32], VTP satisfies all the above requisites. Details of VTP will be 
discussed in section 3. 

In this work, we have implemented a fundamentally adaptive, end-to-end 
multimedia streaming system that allows a mobile user to receive uninterrupted 
service of best possible quality multimedia, while roaming among multiple 
heterogeneous wireless networks. Although the general concepts of providing 
adaptive services are not new, we aim to provide insights on end-to-end dynam­
ics of such system from an implementation perspective instead of a simulated 
one. Actual system measurements collected from our testbed show that the 
combination of US HA and VTP can indeed provide substantial improvements 
to streaming performance, in terms of perceived video quality (smooth video 
frame rate), and robustness against sudden changes in link capacities. 

The rest of this paper is organized as follows. Section 2 presents some 
background and discusses related work in the area of seamless handoff and video 
streaming. Section 3 describes the novel system unification of our seamless 
handoff architecture (USHA) and VTP. Section 4 presents actual end-to-end 
measurement results of the system from our Linux testbed. Section 5 concludes 
the paper. 

2. Background and Related Work 

2.1 Seamless Handoff 
Handoff occurs when the user switches between different network access 

points. Handoff techniques have been well studied and deployed in the domain 
of cellular system and are gaining a great deal of momentum in the wireless 
computer networks, as IP-based wireless networking increases in popularity. 

Differing in the number of network interfaces involved during the process, 
handoff can be characterized into either vertical or horizontal [30], as depicted 
in Figure 10.1. A vertical handoff involves two different network interfaces, 
which usually represent different technologies. For example, when a mobile 
device moves out of an 802.1 lb network and into a IxRTT network, the handoff 
event would be considered as vertical. A horizontal handoff occurs between two 
network access points that use the same technology and interface. For example, 
when a mobile device moves between 802.11b network domains, the handoff 
event would be considered as horizontal since the connection is disrupted solely 
by the change of 802.1 lb domain but not of the wireless technology. 

A seamless handoff is defined as a handoff scheme that maintains the con­
nectivity of all applications on the mobile device when the handoff occurs. 
Seamless handoffs aim to provide continuous end-to-end data service in the 
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Figure 10.1. Horizontal and Vertical Handoff 

face of any link outages or handoff events. Low latencies and few packet losses 
are the two critical design goals. Low latencies require that path switches be 
completed almost instantaneously; service interruptions should be minimized. 
In case of an actual connection failure, the architecture should attempt to recon­
nect as soon as the service becomes available; packet losses due to the switch 
should also be minimized. 

Various seamless handoff techniques [9] [17] [19] [22] have been proposed. 
These proposals can be classified into two categories: network layer approaches 
and upper layer approaches. Network layer approaches are typically based on 
IPv6 [8] or Mobile IPv4 [21] standards, requiring the deployment of several 
agents on the Internet for relaying and/or redirecting the data to the moving 
host (MH). Most upper layer approaches implement a session layer above the 
transport layer to make connection changes at underlying layers transparent to 
the appHcation layer [12] [15] [23] [27] [28]. Other upper layer approaches 
suggest new transport layer protocols such as SCTP [29] and TCP-MH [24] to 
provide the necessary handoff support. 

Previous seamless handoff solutions, whether mobile IP based or mobile IP-
less, are often elaborate to implement and to operate. For the network layer 
solutions, deployment translates to upgrading every existing router without 
mobile IP capabilities. The cost imposed by these solutions is an existing 
barrier to wide deployment. For the upper layer solutions, a new session layer 
or transport protocol calls for an update to all existing applications and servers 
not supporting it, the potential cost is also discouraging. Consequently, even 
though many handoff solutions have managed to minimize both latency and 
packet loss, they are often not deployed in reality by the majority of service 
providers. With the proliferation of mobile appUcations and mobile users, a 
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"simple" and "practical" seamless handoff solution with minimal changes to 
the current Internet infrastructure remains necessary. 

USHA, an upper layer solution providing simple and practical handoff so­
lution, is deployed in our experiments to handle seamless vertical handoffs. 
Details of USHA will be presented in section 3. 

2.2 Video Streaming 
Multimedia streaming, in particular video, has been growing as an important 

application on the Internet. However, the Internet is inherently not appropriate 
for such applications. Unlike conventional data transfers such as FTP, for which 
the Internet was designed decades ago, streaming usually has more strict QoS 
constraints on delay, bandwidth, etc. The best-effort Internet architecture lacks 
built-in schemes to guarantee these constraints. Thus enormous efforts have 
been put into research on streaming over IP networks. 

On the video compression side, popular standard algorithms such as MPEG-
4 [26] and H.263 [18] produce encoded streams in a wide range of rates. On the 
networking side, the key issue is to estimate an eligible rate at which the server 
should send in order to maximize the utilization of network bandwidth while 
effectively sharing it with other flows. There are two classes of techniques to 
estimate eligible rates: with network feedback and end-to-end. On the Internet, 
due to various scalability and deployment issues, end-to-end techniques seem 
more practical. 

Several solutions based on TCP congestion control have been proposed for 
the transport of video over the Internet. For instance, SCP [5], a TCP Vegas 
[4] -like rate adjustment method, suffers from the same problems as TCP Ve­
gas, thus remains inherently unfriendly to other TCP flows in many scenarios. 
RAP [31], a protocol employing AIMD to adapt the sending rate as TCP, does 
not take retransmission timeout into account, and therefore may result in poor 
performance when the impact of timeout is significant. TFRC [10] is a pop­
ular equation based solution built upon the model of TCP Reno, and aims to 
provide good smoothness and TCP friendliness. However, efficiency of TFRC 
is susceptible to random losses at wireless links, a legacy problem from TCP 
Reno. 

Additionally, TCP based streaming approaches also suffer delayed reactions 
to network dynamics in mobile scenarios (e.g. the maximum increase in TFRC's 
sending rate is estimated to be 0.14 packet/RTT and 0.22 packets/RTT with 
history discounting [10]). Consider a scenario where a video client handoffs 
from a low capacity link to a high one. A TCP based approach would use the 
"congestion avoidance" technique to linearly (and slowly) probe the available 
bandwidth on the new link. Such a slow reaction to network dynamics is 
unsatisfactory and can easily impair the overall experience of the client. As 
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a result, a fast adaptive streaming technique is clearly a requisite for mobile 
needs. 

Some of the commercial products claim to support adaptive video streaming, 
e.g. Helix Universal Server [16] and Microsoft Media Server [25]. However, 
lack of product disclosure and related analysis hinders independent efforts to 
verify the claims or to evaluate the streaming performance. 

On the research side, some ongoing projects utilize packet pair/train mea­
surements to estimate the end-to-end capacity and/or available bandwidth (or 
residual capacity), and adapt the sending rate accordingly. For example, in­
spired by TCP Westwood and its Eligible Rate Estimate (ERE) concept, SMCC 
[1] and VTP [2] are capable of adapting the sending rate to existing path con­
ditions and resulting in both efficiency, i.e. high utilization of the bottleneck 
link, and friendliness to legacy flows. This enables faster responses in mobile 
handoff scenarios as well as achieving TCP friendliness. As a result of VTP's 
capabilities, it is used in this paper to evaluate the benefits of video adaptation 
in handoff scenarios. The VTP overview will be presented in section 3, and the 
experiments will be presented in section 4. 

3. Proposed Approach 

3.1 Universal Seamless Handoff Architecture 
Universal Seamless Handoff Architecture (USHA), is a simple handoff tech­

nique proposed in [6] to deal with both horizontal and vertical handoff scenarios 
with minimum changes to current Internet infrastructure (i.e., USHA only re­
quires deployment of handoff servers on the Internet.) USHA is a mobile 
IP-less solution; however, instead of introducing a new session layer or a new 
transport protocol, it achieves seamless handoff by following the middleware 
design philosophy [11], integrating the middleware with existing Internet ser­
vices and applications. The simplicity of USHA makes it an attractive choice 
for a seamless handoff test bed. 

USHA is based on the fundamental assumption that handoff, either vertical 
or horizontal, only occurs on overlaid networks with multiple Internet access 
methods (e.g. soft handoff), which translates to zero waiting time in bringing 
up the target network interface when the handoff event occurs. If coverage from 
different access methods fails to overlap (e.g. hard handoff), it is possible for 
USHA to lose connectivity to the upper layer applications. 

In Figure 10.2, a handoff server (HS) and several mobile hosts (MHs) are 
shown. USHA is implemented using IP tunneling techniques (IP encapsula­
tion), with the handoff server functioning as one end of the tunnel and the mobile 
host as the other. An IP tunnel is maintained between every MH and the HS 
such that all application layer communications are "bound" to the tunnel inter­
face instead of any actual physical interfaces. All data packets communicated 
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Figure 10.2. Universal Seamless Handoff Architecture 

through this IP tunnel are encapsulated and transmitted using the connectionless 
UDP protocol. 

The IP tunnel above utilizes two pairs of virtual/fixed IP addresses, one on HS 
and one on MH. The fixed IP addresses are necessary for an MH to establish a 
physical connection to the HS. When the handoff event occurs and the physical 
connection from MH to HS changes, the MH is responsible for automatically 
switching the underlying physical connection of the virtual tunnel to the new 
interface, as well as notifying the HS of its change in physical connection. Upon 
handoff notification, the HS immediately updates its IP tunnel settings so that 
any subsequent data packets will be delivered to MH's new physical link. 

Since all data packets are encapsulated and transmitted using UDP, there is 
no need to reset the tunnel after the handoff. Therefore, end-to-end application 
sessions (e.g. TCP) that are bound to the IP tunnel are kept intact. This provides 
handoff transparency to upper layer applications. 

A simple USHA testbed is implemented. Experiments and evaluation of 
adaptive video streaming in vertical handoff scenarios on this testbed will be 
discussed in section 4. 

3,2 VTP 
Bandwidth Estimation. VTP is a video streaming protocol aiming to 
adapt its rate and quality according to network conditions. The core of VTP 
is its bandwidth estimation technique. It estimates the Eligible Rate Estimate 
(ERE) by applying an Exponentially Weighted Moving Average (EWMA) to 
the achieved rate, which is in turn calculated as the number of bytes delivered 
to the client during a certain time interval, divided by the length of the interval. 
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Assume we use packet trains of length k to measure the achieved rate. Denote 
di as the number of bytes in packet i, ti SLS the time when packet i arrives at 
the client. The sample of achieved rate measured when packet j is received, 
denoted as bj, is 

bj = ^^=Q '-' (10.1) 
tj - tj_(/c-l) 

The EWM A is needed to smooth achieved rate samples and eliminate random 
noise. Denote Bi as the available bandwidth estimate after getting sample bj, 
then 

ß , - ^ a - ß , _ i - ( l - a ) ( ^ ± ^ ) (10.2) 

The reason of using both bj and 6j_i is to further reduce the impact of 
randomness in the achieved rate samples. 

Rate Adaptation. Current VTP implementation works with pre-stored 
streams but can be extended to live video. Multiple streams of the same con­
tent are encoded discretely at different rates. Compression algorithms such as 
MPEG-4 can adjust parameters, such as the Quantization Parameter (QP), to 
achieve different encoding rates. For example, a movie trailer may be encoded 
at 56Kbps, 150Kbps and 500Kbps, targeting users with different access capac­
ities. VTP chooses from multiple encoding levels of the same content the best 
rate according to ERE. Figure 10.3 illustrates with a finite state machine how 
rate adaptation is performed in VTP. Three video encoding levels, namely QO, 
Q1 and Q2 with ascending rates, are shown. IRO through IR2 are the "increasing 
rate" states while DR is the "decreasing" rate state. 

VTP starts from state QO. Upon receiving an ACK from the client, VTP 
server compares its current sending rate with the recently updated bandwidth 
estimate B. If the sending rate is less than or equal to B, VTP regards it as 
an indication of good network condition and makes a transition to IRO, where 
VTP linearly increases its sending rate to probe the available bandwidth. The 
amount of rate increase is limited to 1 packet/RTT, same as in TCP. On exiting 
IRO, VTP may move to state Ql when the rate is high enough to support the 
level 1 stream, i.e. quality upgrade; or return to QO otherwise. Thus QO only 
implies the server is sending the level 0 stream; it says nothing about the actual 
sending rate. This process repeats itself, with possible quality upgrades, until 
the bandwidth estimate drops below current sending rate. 

Rate decrease happens immediately when the measured bandwidth estimate 
drops below the sending rate. A transition from the current encoding level, say 



Ubiquitous Video Streaming 205 

ns 
Figure 10.3. Rate adaptation in VTP 

Q2, to DR is made. In DR, sending rate is decreased to the bandwidth estimate. 
If this rate is no longer able to support the current encoding level (level 2 in this 
example), one or more level decreases, i.e. quality downgrade, will occur until 
the level that the new sending rate can support. If the sending rate is below 
QO, the lowest level, the streaming service will either be stopped or send at this 
lowest level, depending on administration policies. 

Transmission Scheduling for VBR Video. Constant Bit Rate (CBR) video 
continuously adjusts QPs to maintain the target bit rate of the stream. This 
simplifies transmission scheduling, but results in varying video quality from 
frame to frame, which is unpleasant to the viewer. On the other hand. Variable 
Bit Rate (VBR) video produces streams with varying bit rates; and with more 
consistent quality. 

Due to space limit we will not cover VTP transmission scheduling in detail 
in this paper. Briefly speaking, VTP divides a video clip into a number of 
segments. For each segment, VTP computes a target rate, at which neither 
buffer overrun or underrun should occur. Since video streams are pre-stored, 
instantaneous sending rates are available beforehand, and so are the target rates 
of the segments. VTP then applies these target rates to the finite state machine 
in Figure 10.3 for rate adaptation. 

In the next section we will evaluate the performance of adaptive video stream­
ing in seamless handoff scenarios of our integrated USHA + VTP testbed. 

4. Experiments 
In this section, we present measurement results of adaptive video streaming 

in vertical handoff scenarios using a 2-minute movie trailer encoded in MPBG-
4 at three discrete levels. We denote them as levels 0, 1, and 2, corresponding 
to the encoding rates (VBR) of below 100, 100 ~ 250, and above 250 Kbps, 
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respectively. The VTP server is implemented on a stationary Linux desktop; the 
client is on a mobile Linux laptop. The USHA system is also set up in Linux, 
with custom configured NAT and IP tunneling. Both the VTP server and client 
are connected to the handoff server, the former via 100 Mbps Ethernet; the later 
via 802.1 lb and IxRTT provided by Verizon Wireless. The 802.1 lb is set at the 
11 Mbps mode; the bandwidth of IxRTT varies with cross traffic, the typical 
value is around tens of Kbps. 

We have tested two handoff scenarios, from IxRTT to 802.1 lb (low capacity 
to high) and vice versa. In all experiments, one-time handoff occurs at 60 
sec after the start of the experiment. In each scenario, we have tested both 
non-adaptive and adaptive video streams. In the non-adaptive case, video of 
fixed quality is sent throughout the experiment regardless of ERE, while in the 
adaptive case the video quality adapts accordingly. 

4.1 Handoff from IxRTT to 802.11b 
In the first set of experiments, we evaluate the performance of video streaming 

when the mobile host performs handoff from the lower-capacity interface of 
IxRTT to the higher-capacity interface of 802.11b. 

Non-adaptive Video Streaming. First, we run "non-adaptive" experiments 
one for each encoding level. Since the coding rates of levels 1 and 2 are both 
above the capacity of IxRTT, the corresponding experiments "died" shortly 
after started simply because of the inability of IxRTT to handle such high rates. 
Results are not reported. Only video of level 0 made it through as the results 
show below. More specifically. Figure 10.4 shows the frame rate received by 
the mobile client, and Figure 10.5 shows the sending rate at the VTP server. 
In Figure 10.5, "Reference Rate" means the source rate of the video stream 
(note that the source rate is variable, even within a given encoding scheme), 
whereas the "Sending Rate" means the instantaneous transmission rate of the 
data, which depends on the link capacity and thus may exceed the source rate. 
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In Figure 10.4, the video frame rate is stable and consistently between a 
visually pleasing range of 20 and 25 frames/sec (fps) shortly after it is started. 
Even in the presence of a handoff from LOW to HIGH at 60 sec, the frame rate 
remains unaffected. This proves our USHA to be transparent to applications. 
The video quality is overall very good in terms of smoothness. However, Figure 
10.5 reveals more insightful information. In this non-adaptive experiment, 
the reference rate and video quality remain low after the handoff at 60 sec, 
where they could increase to take the advantage of the increased "sending rate" 
and bandwidth. This justifies the exploration of adaptation in video streaming 
applications. Note that after the handoff, the actual sending rate is much higher 
than the reference rate, so the server finishes sending quickly (before 80 sec). 

Adaptive Video Streaming. The setup of adaptive streaming experiment 
is similar to the non-adaptive one described above except that now the video 
quality level adapts to the network conditions. In Figure 10.6, we show the 
frame rate received by the mobile client. Still it is stable and consistently in a 
range that gives good perceived quality. No dips in frame rate are found when 
the handoff event occurs. 

Figure 10.7 shows the quality level of the video sent by the VTP server 
(averaged over 1-sec intervals). Level 2 is highest and 0 is lowest. Prior to 
the handoff at 60 sec, most frames are sent at the lowest quahty level (i.e. 0); 
after handoff the average quality jumps to about 1.5. This is consistent with 
our experiment setup where the available bandwidth increases drastically when 
moving from IxRTT to 802.11b. 

Figure 10.8 shows the reference and sending rates on the VTP server. Prior to 
the handoff at 60 sec, Figure 8 looks very similar to Figure 10.5. The difference 
emerges after the handoff. The reference rate jumps up and strives to match 
the sending rate ( 300 Kbps), indicating that high quality video is now being 
transmitted across the 802.11b channel. In other words, VTP successfully 
detects (within fractions of a second) the change in available bandwidth and 
adapts its video encoding level to maximize the perceived quality of the mobile 
user. 

4.2 Handoff from 802.11b to IxRTT 
In the second set of experiments, we evaluate the performance of video 

streaming when the mobile host performs handoff from the high-capacity in­
terface of 802.11b to the low-capacity interface of IxRTT. To make results 
comparable to the previous experiments, the one-time handoff is also generated 
60 sec after the experiment is started. 



208 PERVASIVE COMPUTING AND NETWORKING 

Frame Rate -

20 40 60 80 100 120 140 
Time (sec) 

Quality Level 

20 40 60 80 100 120 140 
Time 

Figure 10.6. Frame Rate received at the 
Mobile Host 

Figure 10.7. Video Quality sent at the 
Video Server 

<-. 5 0 0 

^ 300 
$ 200 
üi 100 

R&ference Rate 
Sending Rate 

I fffpT 
S0 40 60 80 100 120 140 

time (sec) 

Figure 10.8. Sending Rate at the Video Server 

Non-adaptive Video Streaming. Similar to the experiments that we have 
done in the case where handoff occurs from IxRTT to 802.11b, we have also 
tested non-adaptive streaming at all three quality levels, respectively. Unlike the 
previous experiments, this time handoff occurs from the high-capacity interface 
to the low-capacity one, thus all three levels are feasible initially and can be 
tested. As expected, after the handoff, experiments with levels 1 and 2 virtually 
"died". 

We show the experiment results with level 2, i.e. the highest quality in Figure 
10.9 (video frame rate received by the mobile client) and Figure 10.10 (sending 
rate on the VTP server). Before the handoff, the frame rate received by the client 
is high and stable, and the reference and sending rates at the server are both high 
and close to each other, an obvious sign of high quality video. These metrics 
drop sharply at 60 sec when the handoff occurs, the reason being that IxRTT 
is not able to handle the video of highest quality as we have explained. The 
frame rate drops to an unacceptable level of 10 fps; the sending rate becomes 
less than half of the reference rate. In the experiment we have found that the 
video virtually "froze" after the handoff. This experiment confirms the claim 
that adaptive multilevel video codes are a must in heterogeneous roaming. 

Adaptive Video Streaming. Moving on to the adaptive video experiments. 
Figure 10.11 shows the video frame rate received at the mobile client - high and 
stable as we have seen in Figure 10.6. Note that there exists a small dip in the 
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frame rate shortly after the handoff event at 60 sec, but the recovery is within 
a couple of seconds. This again proves the effectiveness of seamless handoff 
and rate adaptation of our proposed solution. 

Figure 10.12 and Figure 10.13 show the video quality level and the reference 
and sending rates at the VTP server. Prior to the handoff at 60 sec when the 
system is running over the 802.11b connection, video quality is high (i.e. 2), 
so is the reference rate, matching the sending rate. Exactly at 60 sec the system 
is able to detect the handoff event and to adapt the video quality to the reduced 
bandwidth. Throughout the experiment the sending rate is always ahead of the 
reference rate so that there is no backlog build up at the sender. 
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4.3 Discussions 
In a handoff-enabled environment, drastic changes in the link capacity are of­

ten associated with vertical handoff events. For instance, handoff from IxRTT 
to 802.1 lb can easily witness a 100-fold increase in the link capacity (from 100 
Kbps to 11 Mbps). Some traditional approaches (e.g. TFRC) incorporate the 
well-known slowly-responsive congestion control (SlowCC) [3] and thus can 
smoothly adjust the sending rate. However, SlowCC cannot take aggressive ad­
vantage of the rapid change of resources in emerging vertical handoff scenarios 
[13]. In order to utilize the bandwidth resources well, and maximize the user-
perceived quality, a well-designed adaptive streaming scheme must take into 
account the effect of drastic capacity changes in both up and down directions. 

From the experiment results presented in above, it is evident that VTP is one 
such scheme. Using the ehgible rate estimate, VTP can properly and rapidly 
adapt its sending rate and video quality to available bandwidth, and hence is 
successful in handling vertical handoffs. This is not small feat. In fact, in 
most AIMD-based streaming protocols inspired to TCP, the adaptation process 
adjusts slowly to capacity changes. For example, when handoff occurs from 
LOW to HIGH (i.e. IxRTT to 802.11b), no congestion loss is detected. A 
TCP based scheme will remain in congestion avoidance and linearly increase 
its congestion window (and rate) to probe the available bandwidth. 

In the opposite direction, where handoff occurs from high (e.g. 802.11b) to 
low capacity (e.g. IxRTT), there is immediate packet loss at the moment of the 
handoff, so AMD protocols will react promptly to such loss. In fact, they tend 
to overreact causing oscillatory behavior and slower convergence to the new 
(lower) encoding rate. 

In general, application performance would benefit if the server could pre­
dict the imminent handoff (e.g. MAC layer feedback from fading signals of 
one connection and strengthening signals of the other) and thus slow down its 
sending rate just before the handoff. We plan to address this issue in our future 
work. 

5. Conclusion 
In this work, we have studied the need and evaluated the performance of 

adaptive video streaming in vertical handoff scenarios. We have proposed an 
integrated solution of seamless handoff and adaptive video streaming, and im­
plemented it on a Linux testbed, consisting of a US HA server and a VTP stream­
ing system. Experiments on both non-adaptive and adaptive video applications, 
with handoffs from IxRTT to 802.11b and vice versa, have been carried out 
to evaluate the performance of our proposed solution. From the measurements 
results we have seen that the USHAA^TP solution can effectively hide handoff 
events from the application and provide uninterrupted transport and application 
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sessions during liandoffs. Moreover, the adaptive streaming system is able to 
detect available bandwidth changes and adjust the video quality and sending 
rate accordingly. In summary, such a combination of adaptive video stream­
ing and seamless vertical handoff will become very desirable in the emerging 
ubiquitous mobile computing environment. 
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Abstract The monitoring and control of indoor environments has become an increasingly 
important concern, with multiple objectives including maximizing the comfort 
and minimizing health risks of occupants, in everyday operating conditions as 
well as emergency situations. The deployment of many networked sensors, 
equipped with reasoning and communicating abilities, can significantly con­
tribute towards these objectives. This chapter discusses a framework for sensor 
networking in smart and safe buildings, and considers various issues relevant 
in the development of such networks and effective use of the information ob­
tained by sensors in these networks. A hierarchical decision model is envisaged 
spanning multiple reasoning levels. Examples of control and response planning 
applications are discussed. 

Keywords: Sensor networks, built environments, monitoring, control, hierarchical reasoning, 
information fusion. 

Introduction 
There is a rapidly growing interest in both the theory and practical applica­

tions of pervasive sensor networks and computing. The vision is to instrument 
our living environment at various scales and for a variety of scenarios with a 

*We gratefully acknowledge the contributions of our colleagues Biao Chen, Can Isik, Ez Khalifa, Kishan 
Mehrotra, Lisa Osadciw and Jensen Zhang to the work described in this paper. 
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large number of sensors and actuators to monitor and control it in a manner 
so that it is customized for an individual or a group according to their prefer­
ence. This vision can become a reality due to the tremendous advances made 
in the areas of miniaturized, low-power and inexpensive sensors and actuators, 
wireless networking and computing technologies. A broad spectrum of appli­
cations is being considered that include battlefield surveillance for the military; 
environmental monitoring such as for habitat, forests and water bodies; remote 
monitoring of patients; industrial applications such as monitoring of factories 
and appliances; monitoring of critical infrastructure such as bridges, dams and 
power grids; and environmental control within buildings. This evolving area 
has given rise to many challenging issues that need to be resolved before the 
vision can be realized. Research challenges include fundamental problems of 
networking, collaborative signal processing, information fusion, and control as 
well as application-specific issues of interoperability and performance evalu­
ation. The goal is to look at each application at the system level and obtain 
solutions for different requirements and at different scale. 

Each envisaged application is expected to touch people's lives and enhance 
the quality of life. In this paper, we focus on the appUcation of sensor networking 
inside buildings to monitor and control the indoor environmental quality (lEQ) 
for different objectives and requirements and at different scales. This is a major 
societal issue that touches everyone's life and improvements in the lEQ by the 
use of sensor networking will have a major impact on the quality of life. There 
are two important and very timely applications of buildings instrumented with 
sensors and associated infrastructure. One involves emergency situations in 
combating terrorist attacks involving chemical^iological agents in a building, 
and the other is of a more routine nature in making indoor environments healthier 
for occupants. Both of these applications have much in common: they require 
sensor based monitoring, information transportation over reliable networks, 
intelligent signal processing followed by formulation of control and response 
plans. They also have some differences with respect to the objective functions 
to be optimized, control methodologies, response plans, time deadlines and 
criticality. 

The indoor environment is critical to human health and quality of Hfe. In 
the US, it has been estimated that people spend 90% of their time indoors. 
Also, 41% of homes, 33% of commercial buildings, and 58% of schools have 
inadequate indoor environmental quality (lEQ). Particulate matter is considered 
to be the leading cause of lEQ problems that lead to school absences and affect 
productivity in the workplace. It is estimated that 17.7 million people in the US 
suffer from Asthma, out of which 4.8 million are children. Productivity loss in 
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the US has been estimated to be as high as $250B due to poor lEQ. Therefore, it 
is imperative that lEQ be monitored and controlled in indoor environments by 
introducing chemical sensors to augment the sensors commonly found in the 
buildings such as the thermal sensors. Most of the work thus far [3, 1] in the 
areas of intelligent and high performance buildings has focused on improving 
comfort level and energy conservation. Recent advances in sensor networks and 
associated information processing techniques when deployed in smart buildings 
can enable the control of lEQ in a comprehensive manner for improved human 
health and productivity at reduced energy costs. 

In addition to the routine operations of buildings, another scenario has emerged 
that requires immediate action and an instrumented building is highly essential 
for this application. As the relatively recent tragic events of Anthrax attacks 
have clearly demonstrated, occupants are quite vulnerable to chemical and bi­
ological attacks, particularly if released inside buildings. The most dangerous 
forms of Chemical and Biological Agents (CBA) are gaseous chemicals and 
very fine chemical or biological aerosols that could be easily dispersed in the 
air and remain airborne for a very long time. Fine aerosols are also more 
difficult to remove by filters and eliminators, including human body filtering 
mechanisms. CBA could be released intentionally or accidentally inside a built 
environment (buildings, trains, cars, etc). This release of CBA poses a major 
challenge that necessitates quick responses and countermeasures. For example, 
in case of a terrorist attack it is extremely important to maximize the probability 
of detection of CBA at the possible expense of a few false alarms; decisions 
will have to be made very quickly and the response plan is expected to involve 
decontamination and evacuation. The challenges include the ability to detect a 
chemical and biological release, localize its source, and differentiate the nature 
of the released agent, determine or predict its spatial and temporal dispersion 
pattern, and decide and communicate quickly and efficiently during and after 
such attack. Availability of a sensor network for information acquisition and 
processing will help immensely in developing approaches for defense against 
such attacks and for evacuation of occupants from contaminated buildings, thus 
making the buildings safer for occupants. 

The rest of the paper is organized as follows. In the next section, we provide 
a high-level description of the sensor networking problem for the intelligent 
building application. Associated research issues are also discussed. Section 2 
discusses characteristics of sensors and their attributes relevant to the building 
environment application. Sensor network deployment and operational issues 
are discussed in Section 3. Considerations relevant to the analysis of data 
obtained by sensors are briefly discussed in Section 4; these include control 
and response planning issues. Two examples of the same, including some 
recent results, are discussed in Section 5. Concluding remarks are provided in 
Section 6. 
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1. A Framework for Sensible Building Environmental 
Systems 

Built environmental systems (BBS) include buildings, cars, airplanes, ships, 
spacecraft, and other structures that provide desired environmental conditions 
for human occupants. Smart sensor based systems may be envisioned for en­
vironmental control for each one of these appHcations; in this paper, we focus 
only on buildings. 

A building environmental system consists of several sub-systems: building 
envelope, HVAC (Heating, Ventilation and Air-Conditioning), lighting, power 
and energy, information and communication, fire and safety, water supply, and 
drainage systems (see Figure 11.1). Each sub-system interacts with the envi­
ronment outside the building through flows of heat, moisture, contaminants, 
light, sound, water, power and energy, data and information. Humans inter­
act with building systems through generation of heat and contaminants, and 
management and control of system operations. In addition to building envi­
ronmental systems, weather conditions and the environment surrounding the 
building also affect lEQ. For example, air pollution and noise can significantiy 
affect a building's air and acoustical quality. In fact, a building can be viewed as 
a nested multi-scale system involving a personal micro-environment surround­
ing a person, individual room environment, and the whole building environ­
ment. By employing dense sensor networks, information at various scales can 
be acquired and customized control strategies can be applied at each scale for 
achieving optimal lEQ, high energy efficiency and adequate building security. 

The overall system will rely on sophisticated sensor-based systems. A large 
number of sensitive, real-time sensors, preferably agent-specific, would be dis­
tributed in the building, particularly at the most likely release or early detection 
sites. The nature of the sensors, the manner in which they are networked, and 
other details of the intelligent processing system depend on the constraints, goals 
and requirements for each specific building, which may include the following: 

Safety: The presence of lethal chemical/biological agents needs to be detected 
rapidly and immediate actions taken to ensure minimizing the hazard to 
humans. 

Health: Actions need to be taken when concentration levels of certain chemi­
cals in the air exceed prespecified thresholds. 

Comfort: The personal environments of various humans in the buildings need 
to be matched with actual or predicted requirements of individual users. 

Energy: The overall energy consumption levels associated with the building 
must be reduced. 

Cost: Infrastructural, maintenance, and operational costs must be reduced. 
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Figure ILL Interacting Entities in a Building Environment 

Security: The quality of the built environment must not be susceptible to attack 
by malicious agents who gain access to a subset of computing, commu­
nication, or sensing components of the system. 

Robustness: System performance should not be affected drastically by the 
failure of a small number of sensors or other components. 

Modifiability: It should not be difficult to add or delete sensors or other com­
ponents into the system, or to interact with new components about which 
prior information is not available when the system is first established. 

The relative importance of these considerations will vary for specific systems. 
However, a broadly applicable perspective of the overall system can be visual­
ized in terms of the conceptual process diagram shown in Figure 11.1. 

In this framework, information regarding the indoor environment is to be 
collected by a number of strategically placed and often redundant sensors that 
measure a variety of environmental parameters and conditions. This informa­
tion is transported over a reliable communication network to computing nodes, 
possibly connected by wireless links. This network should be secure, to pro­
vide assured information transportation services and to protect the information 
infrastructure from cyber attacks. We envisage a hierarchical distributed com­
puting framework (described later) so that computing nodes at different levels 
have different capabilities and responsibilities. At the computing nodes, in-
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Figure 11.2. Conceptual diagram for the overall system for lEQ monitoring and control 

formation is processed using methods and tools from the research areas of 
information fusion, knowledge discovery, and optimization. 

Control and response plans are determined based on the information received 
and processed. These actions may include changing equipment settings and/or 
activating additional equipments, or developing decontamination and evacu­
ation plans in case of an emergency. These plans are conveyed to a system 
controller or the human computer interface so that appropriate actions can be 
taken. Many of the system blocks in Figure 11.2 interact with databases while 
carrying out their functions. The proposed system also contains a resource 
control mechanism that influences operations from information acquisition to 
processing. For example, additional information may be collected, or a differ­
ent information processing algorithm may be employed under direction from 
the resource controller. Later sections discuss some of the components of the 
above system in more detail. 

2. Sensor Modeling 
Sensors for the indoor environment may be characterized based on the fol­

lowing features: 

Target: Most sensors will be specifically targeted towards sensing a single 
contaminant molecule or environmental feature (such as temperature or 
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humidity). Some sensors can also be sensitive to a class of chemical 
compounds rather than a single molecule. 

Response curves: Sensors vary in their outputs when presented with different 
concentrations or levels of the stimulus. A single "step function" response 
may be expected in some cases, i.e., the output of the sensor indicates 
whether or not the contaminant concentration exceeds a certain threshold. 
S-shaped sigmoid functions are also possible, with hysteresis loops. An­
other class of response curves is monotonic, e.g., the magnitude of sensor 
output is roughly linearly proportional to the sensed concentration. 

Robustness: Some sensors exhibit almost the same response curves under a 
large variety of environmental conditions, whereas others are affected by 
conditions such as humidity and ambient temperature. 

Mobility: The sizes of some sensors are small enough to permit considerable 
movement; such sensors may be allowed to detect concentration gradi­
ents and "migrate" towards regions of higher concentrations of sensed 
pollutants. Even for more conventional sensors, it is possible to provide 
a limited degree of freedom in movement (e.g., using tracks on the ceil­
ing or along the walls) to permit more accurate detection of contaminant 
concentration levels and to pinpoint source locations. 

Cost: Eventual deployment of sensors will be governed by economic consid­
erations, weighing the costs of the sensors and associated infrastructure 
against the potential benefits to be obtained or the potential calamities 
to be avoided. Large medical, military and high security buildings will 
hence be the first candidates for deployment of intelligent sensor net­
works. Tradeoffs exist, e.g., infrastructure costs in increasing sensor 
mobility may achieve results equivalent to having a larger number of im­
mobile sensors. Similarly, a sensor with lower cost and lower sensitivity 
may be preferred to one with higher cost and higher sensitivity in less 
critical building environments. 

At any given moment, each sensor that is not disabled may be in one of two 
states: Dormant, or Active. A dormant sensor is currently inactive (i.e., not 
sensing or communicating), but may be rendered active as a result of a specific 
external event such as the elapse of prespecified time interval, or a received elec­
trical signal. Active sensors may be sensing the environment (i.e., receiving 
external inputs and generating outputs), moving (if mobile), communicating, or 
a combination of these three activities. Communicating sensors may be receiv­
ing or sending messages from/to specific nodes or all accessible communicating 
sensors. Sensors may be structured into a hierarchy of clusters based on physi­
cal localization, and multicast operations may be defined to communicate with 
all nodes in the cluster (containing the communicating node) at any level. 
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3. Sensor Network Deployment and Operation 
A reliable and efficient communication infrastructure is indispensable for the 

implementation of the indoor intelligent sensor network. Although communi­
cation between sensor-level intelligent subsystems and the central units may 
use wired or wireless media, wireless sensor networks may be preferable for 
the following reasons: 

1 Cost-effective implementation of wireless networks would be easier in 
existing buildings without prior infrastructure. 

2 Wireless networks facilitate rapid installation, reconfiguration, and adap­
tation, e.g., when structural changes are made to a building, or when a 
new threat is perceived, or when new sensors need to be placed. 

One may consider existing indoor wireless data (non-voice) networks include 
wireless LAN as well as ad hoc networks such as Bluetooth. The latter are crip­
pled by limited transmission range, and by the difficulty of global management 
needed for secure and effective functioning of a hierarchical system. Wireless 
LAN models such as those specified in IEEE 802.11a [8] and HIPERLAN/2 
[4] support multi- rate communications and may provide a viable option for the 
lEQ application. 

Network management and resource allocation is more complicated in a net­
work for building applications than a commercial wireless network due to a 
variety of reasons [12]. In commercial wireless networks, communication is 
sporadic and user initiated [6]. In a wireless sensor network, data needs to be 
collected at synchronized time intervals and analyzed collectively. Also, the 
sensor suites are heterogeneous and irregularly organized due to performance 
and security requirements. For example, measurements of temperature, hu­
midity, and detection of chemical and biological agents require very different 
sensors and measurements. Security concerns add to the complexity, requiring 
network adaptability in the event of a compromised sensor or communication 
links. Finally, energy efficiency of the communication links is also a factor for 
micro-sensors in the network [7]. These and several other issues such as quality 
of service (QoS) need further investigation for the specific application of lEQ 
monitoring and control. 

Sensor networks such as those envisaged here also raise important mainte­
nance and operational issues. In particular, since emergency situations rarely 
arise (by definition), the failure of a sensor or its associated components (e.g., 
for communication) may go undetected for a long time, inhibiting the ability 
of an organization to respond effectively when an emergency does arise. This 
calls for periodic testing as well as robustness in design of the network, so that 
the failure of a small number of sensors or associated components does not 
cripple the entire system. As the sensor network is being designed, simulations 
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may be carried out to determine potential trouble spots if a few sensors fail. 
Redundancy in coverage may be built into the network, although this comes at 
the additional cost involved in deploying more sensors. 

4. Data Analysis and Response Planning 
A key design decision involves determining the amount of "intelligence" 

associated with each sensor. At one extreme, sensors may communicate their 
raw numerical outputs to centralized processors; this considerably increases 
bandwidth requirements and has the potential of clogging the centralized pro­
cessors with too much data at critical instants of time when the processor needs 
to be involved in other activities. At the other extreme, data analysis as well 
as initiation of control actions may be completely decentralized and activated 
by the outputs obtained from individual sensors; this requires the formulation 
of protocols to address possible conflicts in the inferences made at different 
sensors, as well as the possibility of incorrect operation of some sensors. Inter­
mediate solutions may be best, in which each sensor has a limited amount of 
data analysis capability, and communicates limited information (possibly only 
under situations requiring drastic control action) to higher level nodes. Deci­
sions or control actions that may affect zones of the building sensed by multiple 
sensors (with overlapping regions of sensing) ought to be made by such sensors 
communicating and acting in concert, possibly through the intervention of a 
local "manager" node or processor. The primary activities of the decision­
making nodes include: 

Information Fusion: Drawing inferences from the outputs communicated by 
multiple sensors. 

Predictive analysis: Making inferences regarding the expected future state of 
the building environment, based on present and past data, and relying on 
physical airflow models. 

Control and response planning: Determining the actions needed to optimize 
human health, comfort, and related concerns. 

The following subsections discuss the decision-making model and control is­
sues. 

4.1 Hierarchical Decision-Making Model 
In the prototype framework discussed in Section 1, the indoor environment 

is monitored by a large number of "intelligent" sensor suites placed in the 
building and organized as a hierarchical network. This calls for the design of a 
distributed multi-agent system in which each sensor is capable of reasoning and 
communication. The architecture of such a system is proposed to be hierarchical 
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and heterogeneous, with agents at different levels of the hierarchy being capable 
of different degrees of intelligence and imbued with different degrees of control 
over other sensors. Since this application requires fast response time, each 
sensor will be equipped with sufficient intelligence to permit it to sense the 
environment, perform elementary analysis of such inputs, and communicate 
with other intelligent sensors while reaching inferences at different scales. One 
open problem is the design of network topology including sensor placement for 
this specific application. The hierarchical network should be fault-tolerant so 
that failure of some nodes will not cripple the system. 

Sensor suites at higher levels in the hierarchy have more responsibility in 
that they execute more elaborate communication protocols, monitor whether 
various sensors function correctly, and conduct decision-making while taking 
into account the information provided by other sensors. Each intelligent sensor 
suite consisting of multiple sensors in the overall sensor network is capable of 
making some decisions based on its own inputs. These decisions are passed 
on to higher-level nodes in the control hierarchy for information assimilation 
or information fusion. These decision-making problems can be formulated as 
hypothesis testing problems in a distributed framework. Many fundamental re­
sults on distributed detection are available in the literature [11]. But many open 
issues in distributed detection need further investigation, including decision 
making that includes domain-specific knowledge, detection and classification 
under uncertainty, and application of learning and data mining while making 
inferences. 

4.2 Control and Response Planning 
After drawing inferences regarding the current state of the building at var­

ious desired scales, control and response plans may need to be initiated. The 
control of the hierarchical lEQ system involves operating at many levels of 
focus, specificity, accuracy, and time constants. Automating such a multi-level 
control system is necessary in order to generate the automatic responses within 
short time frames dictated by emergency situations as well as for the more rou­
tine situations. The most logical architecture for this application is a multi-level 
control system that follows the structure of the multi-level intelligent system 
described earlier. In this case, lower level controls will deal with systems such 
as local HVAC, elevators, lighting, etc. The use of intelligent models in their 
controls will improve their performance, and also make their parameters adapt­
able to changing modes of operation, as monitored and activated by higher 
supervisory levels. Higher-level controls will view most events in a discrete 
domain, and will handle routine tasks such as coordination of local and build­
ing HVAC subsystems, power management, as well as unusual tasks such as 
responses to emergency situations. 
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In this application, "model-based" control will result in a control system 
that is pro-active rather than reactive and is desirable. Open issues in this area 
include development of intelligent control techniques at all levels as well as 
the interactions between levels. It is anticipated that the biggest advances in 
this area can be made in low-level process control, by utilizing analytic, neural 
network, fuzzy logic, and hybrid models as a part of the control system. 

The other issue is that of dynamic response planning especially in emergency 
situations. The sensor network augmented with information fusion techniques 
will provide information and inferences to quickly and reliably detect and iden­
tify toxins, fire, and other dangerous environmental conditions. Based on the 
type and location of the danger, evacuation and mitigation plans can be more 
effectively implemented. Algorithms that automatically convert the informa­
tion available on the network into plans of action are required. They will reduce 
response time and provide emergency personnel with critical knowledge before 
arriving to the emergency scene, saving the lives of more victims and emergency 
response team members. 

The evacuation plan will identify all safe evacuation routes and communicate 
these routes to evacuees. These routes will minimize the evacuees' exposure to 
heat, smoke or invisible gases. These routes can be lit up with emergency lights 
and sound alarms to guide people out of the building safely. These routes can be 
used to minimize the probability that anyone becomes trapped. Control actions 
can also be sensitive to the evacuation plan, e.g., minimizing contaminant levels 
in areas of the building where humans are expected to pass through in the near 
future. 

5. Examples 
In this section, we present two examples of some ongoing work in the area 

of sensor networking for monitoring and control of lEQ in buildings. The 
first briefly discusses the work at the University of California at Berkeley for 
the routine situation. The second addresses evacuation planning in emergency 
situations and is based on ongoing work at Syracuse University. 

Multisensor Control of Building lEQ Traditional systems for maintaining 
lEQ in buildings employ a single sensor to monitor the lEQ, e.g., temperature, 
of several rooms and then control it by means of a single actuator. As indicated 
earlier, sensor networking can provide information at a much finer resolution 
that can be used for more refined control. A number of research efforts are 
underway where the feasibility of such systems is being examined primarily to 
improve human comfort and for reduced energy consumption. For example, a 
single actuator control system based on information from multiple sensors has 
been studied by simulation [10]. 
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A number of ad hoc information fusion strategies have been employed and 
researchers have studied optimization approaches to maximize comfort or to 
optimize energy consumption under comfort constraints. The study shows 
that the energy-optimal strategy reduced energy consumption by 17% while 
improving the comfort metric (Predicted Percentage Dissatisfied, PPD) from 
30% to 24%. The comfort-optimal strategy reduced energy consumption by 
4% while reducing PPD from 30% to 20%. These results are quite convincing 
in that they demonstrate the feasibility of significant improvement when sensor 
networking along with suitable information processing and control algorithms 
are used. This field is in its infancy and many research directions need to be 
pursued to enable the realization of the envisioned system. 

Developing Evacuation Plans in Response to CBA/IEQ Emergencies Emer­
gency evacuation plans have been considered in the past, largely with focus on 
fire emergencies [9, 2, 5]. However, the nature of biological and chemical con­
taminant flow in indoor environments differs substantially from the manner in 
which fire and smoke spread through a building; evacuation requirements also 
differ (e.g., safe evacuation time periods are shorter), as do remediation mea­
sures. This motivates our ongoing study of the formulation of evacuation plans 
tailored to biological or chemical attacks. The main idea in this work [13] is the 
coordinated application of building layout information, dynamically changing 
sensor outputs, physics based flow models, and optimization algorithms, in or­
der to achieve evacuation path planning. The challenge is to employ all these 
factors that are highly dynamic and derive solutions that satisfy multiple ob­
jectives. The primary goal is to minimize the total exposure of occupants over 
a certain time interval under several constraints based on physics and building 
layout. An iterative procedure that includes a multi-zone air and contaminant 
flow network model, and applies an evolutionary algorithm for optimization, is 
employed to iteratively change control strategies and determine the evacuation 
path. A variety of scenarios were considered that included change of CBA/IEQ 
attack source, control plans, objectives, and optimization algorithms. This work 
has shown that a sophisticated sensor-based pervasive computing system can 
be valuable for ensuring safety of occupants in an emergency. 

6. Concluding Remarks 
We have examined various aspects of developing intelligent sensor networks 

in the context of built environments. The development of such a network is 
a challenging task, requiring careful choices and balancing tradeoffs between 
considerations such as cost and the ability to detect and respond to potentially 
life-threatening emergencies. Issues to be considered include the choice of 
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sensors, network architectures, network communication strategies, and also 
data analysis methodologies that include 

control and response plan formulation using iterative methods and optimiza­
tion algorithms. Examples were given to illustrate the application of these ap­
proaches to apply sensor networks and analyze their data to maximize human 
comfort and safety. Substantial future research issues remain, and significant 
advances are expected to occur rapidly in improving indoor environments with 
networked sensors. 
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Abstract We consider the problem of reachback communication in sensor networks. In this 
problem, a large number of sensors are deployed on a field, to measure the state of 
some physical process that unfolds over the field and to then cooperatively send 
this information back to a distant receiver for further processing. We formulate the 
problem as a multiple-input, single-output (MISO) system, and develop a time-
division scheme based on transmission of simulated radar echoes. Information 
is encoded in the spatial electromagnetic reflectivity function of virtual point 
reflectors, and decoded with a conventional range radar receiver. Transmitter 
diversity and the use of pulse compression radar waveforms are exploited for 
both increased reliability and increased data rate. Information theoretic and 
simulation-based performance characterizations are also presented. 

1. Introduction 
1.1 The Problem of Remote Sensing 

The problem of surveilling a scene from a distance arises in numerous con­
texts including disaster recovery, tactical battlefield assessment, and environ­
mental monitoring, where proximate surveillance is not practical. Traditional 
methods of remote sensing have included imaging systems such as optical, 
multispectral, and synthetic aperture radar (SAR) [11]. Despite the prominent 
successes of these systems, the base sensing modalities suffer from shortcom-

*Work supported by the National Science Foundation, under awards CCR-0238271 (CAREER), CCR-
0330059, and ANR-0325556. This manuscript is a summary of the first author's Electrical and Computer 
Engineering Honors Project Report. 



228 PERVASIVE COMPUTING AND NETWORKING 

ings. When operating at great distances, these sensing modahties achieve low 
resolution. Furthermore, the types of physical processes that can be sensed at 
a distance are limited to phenomena that propagate over large distances, such 
as electromagnetic waves. Other processes such as chemical, biological, or 
barometrical processes cannot be easily sensed. 

Recently, wireless sensor networks made up of large numbers of small, inex­
pensive, but unreliable nodes with sensation, computation, and communication 
capabilities have been proposed for many surveillance applications. Ad situ 
deployment of large numbers of sensors offers solutions to both the limited res­
olution and limited sensing modality problems. Although not strictly remote 
sensing, since the data is sensed proximally, sensor network solutions may be 
able to retain distal advantages if the sensed data can be transmitted to a remote 
receiver. We refer to this transmission of sensed information from the sensor 
network to a distant receiver as sensor reachback communication. 

If each of the sensor nodes were equipped with a powerful, reliable transmit­
ter, capable of individually reaching a distant receiver, then a proximal sensing, 
distal data retrieval solution could be easily achieved. Due to severe energy con­
straints and inherent unreliability in most sensor networks, individual nodes do 
not have enough resources to independently reach a distant receiver, hence some 
form of cooperation among nodes is required for reliable reachback communi­
cation. In this paper we consider practical methods for implementing the uplink 
of one such sensor-assisted remote sensing system. 

1.2 Sensor-Based Radar Imaging 
Consider a remote sensing system design in which the transmitter, instead 

of illuminating a target with microwave radiation, spreads a large number of 
sensors over the target. These sensors collect some local measurements (the 
equivalent of measuring reflections by local scatterers in standard radar), which 
then need to be sent back to the radar transmitter. This scenario is illustrated in 
Fig. 12.1. 

In this new radar architecture, sensors can be thought of as "programmable" 
scatterers. This is very important, since sensors can provide significantly more 
information than that provided by natural scatterers. Despite many advantages 
of microwave radar (such as being able to penetrate cloud cover and operate at 
night), a well known disadvantage of these systems is that it is difficult for them 
to achieve the resolution of optical imaging techniques [12]. And one of the 
most challenging aspects of research in this field is precisely the development of 
sophisticated signal processing algorithms, capable of extracting information 
from those coarse resolution measurements. The problem however is that even 
optimal processing can only extract as much information as is contained in the 
original signal—but not more, a consequence of the Data Processing Inequal-
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Figure 12.1. A large number of sensors are deployed over a target area. After collecting the 
data of interest, the sensors must reach back and transmit this information to a single receiver 
(e.g. an overflying plane, or a satellite) for further processing. 

ity [6, pg. 32] in information theory. The main challenge to increasing the data 
rate achievable for the remote sensing systems under consideration therefore 
seems to lie in generating signals that contain more information. 

There are numerous ways that one can design a distributed transmitter in a 
single-user multiple antenna system including various beamforming and space-
time coding techniques. Our scheme is novel in that it is compatible with a prime 
remote sensing modality, SAR; in fact the signal generation of the distributed 
transmitter is matched to a standard radar receiver, allowing the existing radar 
receiver hardware, signal processing, and target recognition infrastructure to be 
leveraged for reachback communication. Since our scheme is based on SAR, 
individual sensor nodes transmit simulated radar return echoes, creating a sim­
ulated field of virtual point scatterers. The message to be sent is encoded in 
the spatial electromagnetic reflectivity function of these programmable virtual 
point scatterers and is received and decoded using a standard range radar re­
ceiver. In SAR signal processing, the two parameters used for spatial target 
discrimination are time and frequency shifts to determine range and azimuth 
respectively. These basic radar parameters lead directly to the possibility of 
a time- and frequency-division encoding scheme that can be processed with a 
standard radar receiver. 

In multiple-input, single-output (MISO) systems, two types of gains can be 
provided, integration gains and multiplexing gains. Integration gains result in 
increased reliability by having multiple elements transmit signals carrying the 
same information. Multiplexing gains result in increased data rate by having 
elements transmit signals carrying different information at once. Although both 
types of gains can be achieved simultaneously, there is a fundamental tradeoff 
between the two. To achieve integration gains, we create cohorts of nodes 
that transmit the same signal in chorus. We use a single orthogonal direction, 
time, for separating various cohort signals, thus compromising multiplexing 
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for integration. We are thus able to achieve reliable communication with very 
unreliable transmitter nodes. By using only time orthogonality, the system in­
herently exploits only radar range as a discriminating factor between transmitted 
symbols, and therefore requires only a simple range radar receiver. The com­
munications scheme has minimal complexity at the receiver and particularly at 
the transmitter nodes. 

1.3 Main Contributions and Paper Organization 
The main original contributions presented in this work are the complete 

design, thorough performance analysis via simulations, and preliminary results 
on an information theoretic analysis of capacity for one specific class of low 
complexity sensor-assisted remote sensing system. 

The rest of this paper is organized as follows. In Section 2 we discuss the 
system architecture of our sensor-assisted remote sensing system, and highUght 
all the relevant parameters. In Section 3 we report on the result of a number 
of numerical simulations, in which we seek to understand the effect of the 
different system parameters on the data rates achievable in our uplink. Some 
initial results on an information-theoretic characterization of the capacity of 
systems operating under the constraints described in Section 2 are presented 
in Section 4. Related work is discussed in Section 5. Concluding remarks are 
presented in Section 6. 

2. System Architecture 

2.1 General Conception of the Sensor Reachback 
Communication System 

Following the classical Shannon pentapartite division of a general commu­
nication system, the information source for sensor reachback communication is 
defined as a field of sensors that measure some physical phenomenon. The data 
samples detected by the individual sensor nodes are correlated, since physical 
processes display high spatial correlation and continuity. Through an under­
lying intemode communications infrastructure and information dissemination 
protocol in the sensor network, an estimate of the entire field of measurements 
can be formed at every sensor [15]. The entire field of measurements, encoded 
into a single network-wide discrete alphabet, forms the message that is to be 
transmitted. 

The transmitter is composed of individual sensors (equipped with radio trans­
mitters), that work cooperatively to send a signal to a central, distant location. 
Collectively, the individual sensors form a distributed radio transmitter antenna 
array, capable of generating an aggregate waveform. The design of the dis­
tributed transmission protocol to produce the aggregate waveform forms the 
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bulk of this study. The general concept of this reachback communication pro­
tocol is for the individual sensor nodes to simulate radar return echoes from 
point scatterers. The message to be sent is encoded in the spatial electromag­
netic reflectivity function of the "programmable scatterers." 

For wireless sensor reachback, transmission is achieved by direct path radio 
wave propagation through air, thus we assume an additive white Gaussian noise 
(AWGN) channel. Since a large number of sensors wish to communicate with a 
common receiver over a common channel, one might consider this as a multiple 
access channel. Alternatively, the system may be considered to have a single 
transmitter and a single receiver, where the multiple nodes work together to 
form a single signal. 

The receiver determines the message sent by the transmitter, decoding the 
message encoded in the aggregate waveform and delivers it to the destination, 
where it is used. The receiver to be used is a standard high range resolution 
radar receiver, with standard radar signal processing. This results in a pulse 
amplitude modulated signal, which can be decoded using standard pulse am­
plitude modulation decoders. If the system is used for binary signaling, on-off 
keying as a special case of pulse amplitude modulation would readily apply, 

A schematic diagram of the reachback system is given in Fig. 12.2. 
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Figure 12.2. The sensor reachback communication system in the Shannon framework. 

2.2 Geometry and Topology 
In this study we consider a square lattice network topology, however the 

results may be generalized to networks with randomly distributed nodes. By 
considering this square lattice configuration, we inherently assume that nodes 
are able to determine their spatial location. Fig. 12.3 shows the network topol­
ogy. For simplicity in exposition, we assume that the number of nodes is the 
square of an odd integer; hence there is a node located at the center of the 
network. For optimal performance, the receiver is positioned along one of the 
central axes of the network, as shown in Fig. 12.4. The nodes in the network 
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Figure 12.3. Network topology. There are M nodes in the network, and the fixed distance 
between nodes in the lattice is d. The discrete node locations are indexed such that | = 
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are allocated to different cohorts, based on their location along the central axis 
that is chosen. For randomly distributed nodes, division into cohorts would be 
done in the same manner. 

2.3 Radar Range Processing and Range Resolution 
The problem of standard radar range processing is one of estimating the time 

between signal transmission and reflected echo reception. For the one-way 
communications scheme that uses time orthogonality, we are simply interested 
in separating the different cohort signals; therefore simulated echo arrival time 
is sufficient. The range resolution, AR, is the minimum discriminable distance 
between two targets in standard radar, and the width of a range cell for the dis­
tributed targets measured in SAR. The range resolution determines the maximal 
multiplexing that is possible and limits the data rate for a given system. The 
range resolution of a simple pulsed transmitter for one-way transmission is cT, 
where c is the propagation speed and T is the pulse width. The range resolution 
can be made arbitrarily small by reducing the pulse width, but under transmitter 
peak power constraints, this leads to a reduction in pulse power, and therefore 
reliability. 

By using specific phase modulation techniques in the pulse waveform, the 
range resolution advantages of short pulses can be obtained with long pulses. 
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Figure 12.4. Transmitter and receiver geometry. The receiver is situated along the y-axis, 
therefore division into cohorts would be performed so that members of a single cohort have 
nearly the same y-coordinate. The number of cohorts, C, is such that 1 < C < \ / M (at least 
one range line per cohort). 

while staying within peak power Umits. Through the process of pulse compression, 
which is accomplished through the use of a matched filter, the modulated long 
pulse with increased bandwidth B can be compressed in the receiver to a com­
pressed pulse with a main lobe width approximately equal to l/B. There are 
numerous classes of waveforms that are suitable for pulse compression [4]. 
Complete characterizations of waveforms are given by the radar ambiguity 
function [16], a two-dimensional correlation function with respect to time- and 
frequency-shifts and represents the pulse compression matched filter output. 
For our application, the waveforms may be considered to be simply defined by 
the pulse compression ratio, Rpc, The Rpc is defined as the ratio of the uncom­
pressed pulse width T to the compressed pulse width r ^ l/B. Thus the pulse 
compression ratio, Rpc, is approximately equal to the time- bandwidth product 
of the waveform. The range resolution of a pulse compression waveform is 
given by 

AR CT 
Ci \ J uncompressed 

iCpc J^pc 

C 

'B' 
(12.1) 

As seen, Rpc-fold finer range resolution is possible through phase coding. 
An additional effect of pulse compression processing is that the energy of the 
entire long pulse is compressed into the short pulse, an effect known as pulse 
compression gain. 
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2.4 Generating Range Profiles, Aggregate Waveforms 
All transmitter nodes in the network transmit a fixed pulse compression wave­

form. For the purposes of encoding information, the transmitters in the sensor 
network are divided into C cohorts, as described in Section 2.2. Through the 
information dissemination protocol, all members of a cohort know the symbol 
that the cohort is to transmit at any given time. The symbols are encoded in the 
amplitude of the transmitted pulse and all members transmit the symbol simul­
taneously. The contributions of all cohort members are integrated with some 
integration efficiency, producing a symbol received at the receiver. Range pro­
cessing is performed on the received signal to determine the contributions of the 
different cohorts on the range profile. If all cohorts transmitted simultaneously, 
difference in propagation delay would be the only discriminating characteris­
tic as in standard radar range processing, and would require very fine range 
discrimination and receiver positioning. In the context of this problem, where 
transmitter nodes are located over a small area, and the receiver position is 
unknown by the transmitters, artificial delays are introduced to reduce the need 
for fine range resolution and receiver positioning. 

Each cohort is assigned an artificial delay at which time all members of the 
cohort transmit the signal. The artificial delay assignment for the fcth cohort is 

cefc = fc^,Ä: = 0 , l , . . . , C - l , (12.2) 

where CIA = RA is the desired total artificial range separation between the 
most distant cohorts. The introduction of an artificial delay serves to increase 
apparent range separation between transmitters, thereby allowing coarser range 
resolution, which is often required by radar receiver hardware. If the most 
distant cohorts have small receiver line of sight range separation, Rp, as com­
pared to RA, then the propagation delays can be treated as negligible. This is a 
desired condition for robustness to receiver location. Since cohort signals are 
discriminated by artificial delay, rather than propagation delay, the propagation 
delay can be considered a source of noise. The differences of propagation delay 
within the cohorts, due to the spatial distribution of nodes, cause a broadening 
of the symbol peak and difference of propagation delay among the different 
cohorts may cause the equal spacing between peaks to become unequal. 

From simple geometry, the distance between a node in the network and the 
receiver may be defined as 

d(xTx^yTx) = y{xTxf + ivRx - VTxf + {zRxf, (12.3) 

for the geometry considered in Fig. 12.4. When propagation effects are consid­
ered, rather than appearing at the artificial delay location as desired, the peak 
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of the fcth cohort symbol will occur at 

ßk = c^k-^ \d [xk, Vk), (12.4) 

where the argument of the distance function is the centroid of the cohort, cal­
culated with a distance density measure. Propagation effects also cause the 
narrow peaks of the ideal pulse compressed range profile to be broadened. This 
effect is like convolving the narrow peak with a filter that has time support of 
length 

maxd(xi,?/i) - mind{xi,yi) (12.5) ^B,k = I 

and shape like the distribution of the d{xi^ yi) in cohort k, 

2.5 Nodes, Cohorts, Distributed Transmitter, and Receiver 

The individual transmitter nodes can be defined by a small number of param­
eters. The pulse compression waveform is selected for its pulse compression 
ratio, and is fixed for all transmitter nodes and for all time. This pulsed wave­
form, of finite time duration T, is denoted s (t). The artificial delay and the 
symbol amplitude for transmission are determined by membership in the cohort. 
The symbol amplitude changes for each new message, whereas the relative ar­
tificial delay is constant for all time. One can consider propagation delay as a 
property of the node rather than the channel; thence propagation delay is incor­
porated into the node itself, and so the output of each node i in cohort k before 
amplitude scaling is given by 

AX [n] s (t - k ^ - ^d {xi, Vi)^ = AX [n] s{t-ak- tp^i), (12.6) 

where tp^i is the propagation delay for the node, and X [n] is a discrete-time 
pulse amplitude scaling factor, drawn from a Q-ary alphabet, with a suitable 
normalization constant A to ensure that the average output energy of the system 
is fixed regardless of the number of nodes. The superposition of these individual 
node signals is the signal generated by a cohort is 

Nk-l 

AX[n] Y, s{t-ak-tp^i), (12.7) 

for a cohort with Nk nodes. 
Since each of the cohorts begin transmission at a different artificial delay 

time, the transmitter may be modeled as a time-division scheme even though 
the pulses may overlap. Thus the transmitter may be given schematically as 
in Fig. 12.5 using a commutator. The figure also shows the channel and the 
receiver. The receiver to be used is a standard range radar receiver. It receives 
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the transmitted signal, performs range compression, and then uses a sampler 
and maximum likelihood decoder to convert the continuous-time, continuous-
valued output into a discrete-valued output sequence so as to determine the 
encoded message. The received signal is given by the superposition of the 
signals generated by all nodes that are members of all cohorts and noise: 

MX[n_ 

X-{X^,...,XQ) 

-Jj(M/OZ[«] Cohort, 

AXM/C)X[n] Cohort, 

JJ(M/C)Z[«] Cohort, 

-nn\-
Maximum 
Likelihood 
Decoder 

-Z\_n\ 

AWGN 

Figure 12.5. Entire system without regard to sampling. Note that pulse compression is not 
shown expUcitly, but is included in the maximum Ukehhood decoder. The noise power of the 
additive white Gaussian noise is fixed. The symbols X are drawn from a Q-ary alphabet such 
that the expected value of the output 5 == E {X} is inversely proportional to M, the number of 
nodes. Thus the total average output of the network is fixed regardless of size. Thus the signal 
to noise ratio is fixed regardless of size. The switching period of the commutator switch IA/C 
is determined by the total artificial time separation among all cohorts, tA, and the number of 
cohorts. This value will be related to the range resolution of the waveform chosen. 

The received signal is pulse compressed using matched filtering to generate 

oo 

m{t)= I y{^)s^^-t)d^, (12.9) 

which is then detected with a maximum likelihood pulse amplitude modulation 
detector which quantizes to determine the estimate of the input symbol. 

2.6 Data Rate 
Three factors, the number of cohorts, the number of possible symbols that 

each cohort can send, and the time between successive transmissions determine 
the data rate of the transmission protocol. If each of the M cohorts select 
symbols from a Q-ary alphabet and transmit a symbol every TPRJ seconds, 
then the transmission rate will be ^^^^^^ bits per second. As the number 
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of cohorts increases, the membership sizes of the cohorts decrease, thereby 
reducing the number of signals that are superposed and the symbol power. The 
range resolution acts to bound the number of symbols that can be sent in a given 
period of time, since symbols that are closer in range than the range resolution 
cannot be discriminated. The size of the alphabet from which symbols are 
chosen is determined by the noise in the system to a large degree. The pulse 
compression ratio is fundamental in determining both of these parameters; it is 
inversely related to range resolution, and is related to the pulse compression gain 
by a square-root relationship. Increasing the pulse compression ratio allows 
better range resolution allowing larger M and a greater signal to noise ratio, 
allowing the possibility of a larger Q. Every time a set of pulses is transmitted, 
a packet of M symbols is sent. The third factor in the rate is the number of 
packets that are sent every second. In pulsed radar, this interpacket time is 
referred to as the pulse repetition interval (PRI). Clearly, the pulses may not 
overlap, so the PRI must be greater than the pulse width. When low duty cycles 
are used, the PRI will be much greater than the pulse width. In the reachback 
problem there is no explicit restriction on the PRI, except that which may be 
imposed by energy constraints or receiver design. 

3, Simulation-Based Characterization 
In order to characterize the proposed sensor reachback communication scheme 

based on radar signals, a simulation was developed. The signaling scheme cho­
sen was an on-off keying (OOK) pulse amplitude modulated Barker binary 
phase-coded waveform. Rather than choose a carrier frequency, the complex 
envelope was used; the complex envelope is a baseband waveform that almost 
completely describes the waveform. The output signal sampling times and the 
maximum likelihood decoder threshold were determined a priori from system 
parameters, and did not involve any adaptive processing for impairment miti­
gation, thus may not achieve the best possible performance in the presence of 
various impairments. 

We performed simulations to measure the effects of various system param­
eters on performance. The fundamental limits of reliable communication for 
any communications scheme are imposed by noise. By varying the signal to 
noise ratio (SNR) for the additive white Gaussian channel, we determine the 
symbol error rate (SER) for a given system configuration. Fig. 12.6 shows the 
relationship between output SNR and SER determined by performing Monte 
Carlo simulations for various noise levels with a Bemoulli(^) source, and two 
possible system configurations - the difference is in the increased number of 
cohorts, which causes an increase in the time transmission rate. 

Although signal strength decreases inversely as the square of distance, we 
do not explicitly take this into account, as it is captured in the SNR. Similarly, 
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Figure 12.6. Bit error rate as a function of output signal to noise ratio. A Barker 13 phase coded 
waveform with pulse compression ratio of 13 (22.3dB) was used in both figures. For the figure 
on the left, the the transmission rate would be 2.1 x 10^ bits per second for a 100% duty cycle, 
the number of nodes in the network was 3969, and there were 7 cohorts. For the figure on the 
right, the transmission rate would be 6.3 x 10^ bits per second for a 100% duty cycle, and there 
were 21 cohorts. The physical area occupied by the network was 200mx 200m, and the receiver 
was situated 10km behind and 50km above the center of the network. For comparison, a binary 
signaling bound and the fundamental bound for arbitrary signaling alphabets are shown. 

various antenna gains, receiver noise figures and system losses are not explicitly 
considered. Note that the SNR given is the output SNR, calculated after per­
forming pulse compression of the received signals by matched filtering; hence 
the pulse compression gain, which is equal to the pulse compression ratio, has 
been included in the signal power. We use OOK Barker waveforms, which 
have pulse compression gains equal to the length of the phase code. Further 
note that the signal power is measured as the average output of all nodes in 
the entire network. For comparison, the probability of bit error as a function 
of output SNR for orthogonal binary signaUng over an AWGN channel is also 
given. This limit is the probability of error for an AWGN channel used as 
a binary symmetric channel, with pulse compression gain taken into account, 
and is given by the Gaussian cumulative distribution function. Also shown 
is the fundamental Shannon limit of performance for any signaling alphabet 
over an AWGN channel, a vertical line at -1.59 dB. It is known that as the size 
of the of the orthogonal signaling alphabet approaches infinity, the probability 
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of error curve approaches the vertical Hne at -1.59 dB. Thus orthogonal sig­
naling alphabets are asymptotically optimal for an AWGN channel [3]. The 
causes for suboptimal performance are mainly interference between different 
cohort channels, resulting from overlapping sidelobes in the pulse compressed 
domain, and the fact that the transmitter was distributed and did not achieve 
perfect integration gain due to different propagation delays. 

Another fundamental parameter in the system is the number of cohorts into 
which the nodes are divided. Since the total number of nodes in the network 
is fixed, increasing the number of cohorts reduces the number of nodes in 
each cohort, causing a classic multiplexing rate gain-integration reliability gain 
tradeoff. Since our system model has an additive white Gaussian noise channel, 
there would be no diversity gains as is found in systems with fading channels. 
Fig. 12.7 shows the symbol error rate as a function of output SNR for various 
numbers of cohorts. Remember that as the number of cohorts increases, the 
transmission rate also increases. As can be seen in the figure, there are two 
regimes of performance, one for small numbers of cohorts and another for large 
numbers of cohorts. Although the ordinal performance within these two groups 
does not appear to be related to the actual number of cohorts, it is clear that 
there is a transition point. This transition point is closely related to the point 
when interchannel interference becomes very severe. 

Figure 12.7. Bit error rate as a function of output signal to noise ratio for various numbers of 
cohorts. The number of cohorts is denoted to the right of the respective curve. The transmission 
rate would be 3 x 10^ bits per second per cohort for a 100% duty cycle. A Barker 13 phase 
coded waveform with pulse compression ratio of 13 (22.3dB) was used. The number of nodes 
in the network was 3969. The physical area occupied by the network was 200m x 200m, and the 
receiver was situated 10km behind and 50km above the center of the network. For comparison, a 
binary signaling bound and the fundamental bound for arbitrary signaling alphabets are shown. 



240 PERVASIVE COMPUTING AND NETWORKING 

The pulse compression ratio is the main waveform parameter. Increased 
pulse compression ratio results in a narrower compressed pulse and therefore 
less main lobe interchannel interference. The pulse compression ratio is equal 
to the pulse compression gain, and therefore determines the output SNR for a 
given input SNR. By increasing the pulse compression ratio, the output SNR is 
increased. Thus it is expected that there should be no performance disadvantage 
in increasing the pulse compression ratio since reliability should increase with 
no decrease in rate. Increased bandwidth from increased pulse compression ra­
tio may be a disadvantage in certain situations. Fig. 12.8 shows the performance 
of systems using different Barker coded waveforms with fixed input SNR. It 
is unclear why a waveform with pulse compression ratio of 5 performs better 
than ones with greater pulse compression ratios. 

Figure 12.8. Bit error rate as a function of pulse compression ratio. The various curves show 
different input SNR values. Barker phase coded waveforms were used. The transmission rate 
would be 2.1 x 10^ bits per second for a 100% duty cycle. The number of nodes in the network 
was 3969 and the number of cohorts was 7. The physical area occupied by the network was 
200m X 200m, and the receiver was situated 10km behind and 50km above the center of the 
network. 

We also simulate a departure from the ideal synchronization assumption by 
introducing timing jitter. Timing jitter for sensor networks has been modeled 
as a Brownian process [7], which for a fixed time is a mean-zero Gaussian 
random variable, independent for each node. We measure the reliability perfor­
mance of the system as a function of the variance of the timing jitter. Reduced 
synchronization should reduce the integration gain of having multiple nodes 
transmit at the same time and increase interchannel interference by broadening 
the symbol. The decrease in performance is quite dramatic. Note however, 
that the decoder that was used was fixed a priori for no jitter, and this leads to 
additional degradation in performance, as opposed to a decoder which employs 
forms of estimation or adaptive processing. Fig. 12.9 shows results for the first 
system configuration used in Fig. 12.6. 

One parameter of the system that has not been considered up to this point 
is the carrier frequency, since the baseband complex envelope signal has been 
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Figure 12.9. Bit error rate as a function of timing jitter variance. Output signal to noise ratio 
was 11.8213 dB. The transmission rate would be 2.1 x 10^ bits per second for a 100% duty 
cycle. The pulse width was 1 /^s. A Barker 13 phase coded waveform with pulse compression 
ratio of 13 (22.3dB) was used. The number of nodes in the network was 3969 and the number of 
cohorts was 7. The physical area occupied by the network was 200mx200m, and the receiver 
was situated 10km behind and 50km above the center of the network. 

used. Although this parameter may seem unimportant in theoretical discus­
sions, it is of some importance for practical considerations. This parameter 
plays a role in determining the efficiency with which the waveforms of the sev­
eral nodes in a cohort are integrated. In SAR, there is a well-known phenomenon 
called speckle, which is caused by locahzed destructive and constructive inter­
ference due to scatterers in a single ground cell differing in range by less than 
a wavelength of the carrier signal. In our scheme, a speckle phenomenon in­
volving constructive and destructive interference may also occur depending on 
the carrier frequency, the physical dimensions of the system, and the physical 
arrangement of the several nodes in a cohort. The total number of nodes in a 
cohort, which had negligible impact for the baseband case, may also have some 
effect on the signal power that is received due to speckle. 

Overall, the simulation-based characterization has shown the effect that some 
of the system parameters, including the signal to noise ratio, the number of 
cohorts, and the pulse compression ratio, have on performance. It has also been 
demonstrated that performance close to the orthogonal binary signaling alphabet 
limit may be achieved with the scheme. The importance of synchronization to 
the reachback communication scheme has also been demonstrated. We now 
move towards a strict information theoretic channel capacity characterization 
of the system. 

4, Information Theoretic Characterization 
In order to characterize the channel capacity of the proposed sensor reachback 

communication scheme, we first characterize the channel. We treat the channel 
as an additive MISO channel with additive white Gaussian noise. For the in-
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formation theoretic characterization, we assume that a cohort can be modeled 
as a single transmitter antenna located at the centroid of the cohort, which is 
valid when the RP/RA ratio is much less than one. Under this assumption, 
reachback with radar signals is simply a time-division scheme, albeit before 
pulse compression there is actually overlap among the signals of the different 
cohorts. Time division generates orthogonal signals for each antenna element, 
thus the multiple-element antenna channel can be analyzed as a set of indepen­
dent parallel channels. 

The input to the antenna array is formed by time-multiplexing a scalar-coded 
symbol stream X [n] across the cohorts. Symbols are dealt to the cohorts 
periodically, so that X [n] is transmitted using cohort k when n = k{modC). A 
randomized time-division system would select a cohort randomly with uniform 
distribution, however the mutual informations associated with this scheme are 
identical to the deterministic counterpart [13]. The effects of the nodes that 
are members of the cohort contributing to the fcth antenna are encapsulated in 
a single complex variable a^, which represents the scaling and phase shifting 
resulting from aggregation. Similarly, the variable g^ is introduced to represent 
the effect of the channel encountered by signals emanating from cohort k. 
A simple evaluation of the radar range equation may be used to determine the 
signal power at a given distance from a cohort. The system can now be modeled 
as in Fig. 12.10. 

Transmitter 

m-^ Decoder ^Z[n] 

Receiver 

Figure 12.10. System model for information theoretic analysis. 

The output for a single channel usage is 

(a(n mod C)9{n mod C)^ N + ^ M ) ""̂  WL\ 

Y[n]-^ \ML\ 

Z[n] E {XI,,,.,XQ} 

Z[n] e {XI,...,XQ} 

In order to determine the channel capacity of the reachback with radar signals 
scheme, we follow the methodology of [13], examining the mutual information 
between input and output over a long block of symbols, and find that the mutual 
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information of the time-division channel is simply the average of the mutual 
informations achieved by each cohort. 

If one considers the Q = 2 case, and the equiprobable input/output symbol 
alphabet {x^, XB}, the individual Gaussian cohort channel may be transformed 
into a binary symmetric channel through quantization of the output. If a max­
imum likelihood detector is used as the quantizer, the channel capacity of the 
individual cohort channel will be 

4 = 1-^ 
^ fcJkQk {IJXA-^XB) -XB) 

(12.10) 

where H{') is Shannon's binary entropy function, $(•) is the error function, 
and a is the noise variance. If OOK signaling is used, then the capacity formula 
reduces to 

/o.kgkx\] Ik = l-H ^\-2^J (12.11) 

where x is the symbol amplitude. 
If one considers an input sequence X [n] that is i.i.d. complex circularly 

symmetric Gaussian with energy jS|X[n]p = x^ per symbol, it is the situation 
considered in [13], which has 

^4El°g^(l + ^^^^7 )̂- (12.12) 

This can achieve the optimal performance for vector-coded antenna systems 

(12.13) 

when all cohort gains are equal, |ao^o| = l^i^il = ... = \8ic-i9c-i\' 
This entire analysis has been done in discrete time, measuring mutual infor­

mation per channel usage. In order to determine the continuous time capacity, 
the switching period of the commutator switch in Fig. 12.10, must be consid­
ered. The switching period is determined by the number of cohorts and the range 
of artificial delay assignments. Even though the capacity per channel usage is 
just the average of the individual channel capacities, a far greater continuous 
time rate is achievable with multiple cohorts. Overall CI bits of information 
can be transmitted reliably per PRI, and ^^^ bits per second. 

5, Related Work 
The work presented in this paper grows naturally out of an idea we outlined 

first in [2], of using radar imaging principles to implement the uplink of a sensor 
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network. Other related work in our group deals with the development of time 
synchronization algorithms for the sensor array [8], and the development of a 
distributed FSK modulation scheme for the same application [9], A different 
(but somewhat related) technique of energy accumulation for communication 
in a distributed setup has been considered in [10, 14]. 

There is one reference of which we became aware while our work was well 
under way, on which we need to comment in detail: work of a very similar nature 
was developed recently and independently by Ananthasubramaniam and Mad-
how [1]. Therefore, we feel it is only appropriate to highlight the similarities 
and differences among the their approach and ours. 

Ananthasubramaniam and Madhow's scheme for sensor reachback commu­
nication operates without requiring a sensor network, in its classical sense, at 
all. No information dissemination occurs among sensor nodes, no distributed 
signal processing is performed, and no cooperation among nodes for reachback 
communication is required. Thus each node is wholly responsible for trans­
mitting its message to the receiver, or "collector node." Our scheme becomes 
almost identical to their proposed scheme, if the artificial range separation is 
taken to be zero, the number of cohorts is expanded to the limiting case when 
the number of cohorts equals the number of nodes, and azimuthal processing, in 
addition to range processing as in true imaging SAR, is applied at the receiver. 

Due to the lack of communication between sensor nodes in the scheme of [1], 
the underlying phenomenon being sensed is required to be in the form of discrete 
events that occur at random locations in the field, and the only message that 
may be transmitted is an activity map. Since spatial correlation is not reduced 
by distributed processing, there will generally be much inherent redundancy in 
the activity map, and this redundancy will in fact be the source of increased 
reliability in their scheme, very similar in spirit to the information theoretic 
work of Cover, El Gamal and Salehi [5]. In our scheme, however, an arbitrary 
stream of symbols may be sent, and standard forms of error correction codes 
may in fact be used for increased reliability in addition to the use of multiple 
nodes used to transmit the same signal synchronously. 

In terms of synchronization, the scheme of [1] uses the collector node to 
transmit a beacon signal which is then actually echoed by the sensor nodes. In 
our scheme, no such explicit beacon signal is used. Rather, it is assumed that 
the nodes may be synchronized on the ground by some other means (e.g., [8]). 
Depending on the application under consideration, this may or may not be 
drawback. For example, for military applications, where the airborne receiver 
is the vital asset, it may not be so wise to require radio transmissions from the 
receiver, as has been the trend for military multistatic UAV-based surveillance 
systems. For other applications, such as in environmental monitoring, having 
the collector emit pulses does not pose problems. 
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Finally, the main conceptual difference between the work of [1] and ours is 
the way in which limitations in classical SAR systems enter into these systems. 
In classical SAR systems, the physical resolution for transmitting back sensed 
data in fundamentally limited by the physics of the system, typically greater 
than 10m for most systems. This source of limitation on the data rates attainable 
in the uplink does apply to the scheme of [1] as well, but not to ours. If the 
density of the sensor nodes is greater than the range/azimuth resolution of the 
imaging radar, then the signals from all nodes within a single range-Doppler 
cell will become superposed, in essence low-pass filtering the collected data. 
Furthermore, they will cause the speckle phenomenon, which will result from 
random constructive and destructive interference. So the scheme of [1] will 
not mitigate the two main drawbacks of SAR imaging, namely, low resolution 
and speckle noise, which was perhaps one of our main motivations in dealing 
with sensor-assisted remote sensing systems. Overall, having more densely 
placed sensors will actually not increase the amount of information that can be 
retrieved, since the ground is divided into discrete range-Doppler cells, and the 
cells' reflectivity coefficients can be considered as discrete-time, memoryless, 
continuous amplitude input data to a source encoder. This physical resolution 
problem was the primary reason that the concept of artificial range separation 
was introduced in our scheme. A similar artificial Doppler shift could also be in­
troduced in our scheme if two-dimensional, range- and azimuth-discriminating, 
channel slicing was desired. 

In summary. Both the systems described in [1] and ours are based on similar 
principles: have the sensor network emit signals resemblant of those dealt with 
by radar receivers. In the system of [1], the sensors act independently. This has 
the advantage of being implementable with what is perhaps the lowest possible 
complexity for any such approach, but is subject to the standard limitations 
of radar imaging systems. Our system, at the expense of extra complexity in 
the form of communication and coordination among sensor nodes forming a 
network, is able to operate in a regime that is not limited by the fundamental 
physical limitations of classical radar. Both schemes have merit, and which one 
is better suited for specific applications depends entirely on demands in terms 
of data rates achievable and complexity affordable by these applications. 

6. Conclusions 
In this work, a system architecture and signaling protocol for sensor reachback 

communication has been developed. The scheme has been designed in a "back­
wards compatible" way so as to allow the use of a standard radar receiver and 
signal processing, thus information is encoded in magnitude, with spatial dis-
criminability allowing independent information to be transmitted from different 
range cells. Operating under the assumption that individual nodes will not have 
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sufficient resources to signal a distant receiver, the scheme has incorporated 
synchronous signaHng from an entire cohort of nodes that will be integrated 
together. Multiple cohorts are used to increase the transmission rate that is 
possible. Treating each cohort as a cohesive unit, the scheme can be described 
as a medium access control protocol that divides the channel into numerous 
independent channels. The division is partially based on inherent time orthog­
onality of transmitters located at different ranges due to propagation delays 
and is supplemented by the introduction of artificial range separation. Channel 
slicing is further supported by the use of pulse compression waveforms, which 
allow significantly time-overlapping pulses to be separated. Overlapping pulse 
compression sidelobes make the channels not truly independent. 

Simulation results demonstrate that the scheme can achieve good perfor­
mance, despite being designed under transmitter simplicity constraints and un­
der the constraint of a specific type of receiver. Simulation has been performed 
only using binary OOK signaHng using Barker coded waveforms. Further 
investigations into system performance by changing these parameters would 
provide greater insight into the potential of the scheme that has been proposed. 
In particular, it would be advisable to investigate linear frequency modulation 
waveforms that find great use in synthetic aperture radar. Furthermore, the 
use of adaptive pulse amplitude modulation decoders may be investigated for 
improved performance by mitigating impairments. 

Future work into the mathematical characterization of the system may in­
volve modeling node failure, timing jitter, and the speckle phenomenon as forms 
of channel fading. Cohort misassignment, stemming from poor localization, 
may also be characterized as a form of either noise or interference. Compar­
isons to traditional beamforming, space-time coding, and the other reachback 
communication schemes that have recently been developed may also follow. 
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SENSE: A WIRELESS SENSOR NETWORK 
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Abstract A new network simulator, called SENSE, has been developed for simulating 
wireless sensor networks. The primary design goal is to address such factors as 
extensibility, reusability, and scalability, and to take into account the needs of dif­
ferent users. The recent progresses in component-based simulation, namely the 
component-port model and the simulation component classification, provided 
a sound theoretical foundation for the simulator. Practical issues, such as ef­
ficient memory usage, sensor network specific models, were also considered. 
Consequently, SENSE becomes an ease-of-use and efficient simulator for sensor 
network research. 

Keywords: Wireless sensor networks, network simulation, component-based simulation. 

Introduction 
The emergence of wireless sensor networks created many open issues in 

network design [1]. The three main traditional techniques for analyzing the 
performance of wired and wireless networks were analytical methods, computer 
simulation, and physical measurement. However, many constraints imposed 
on sensor networks, such as energy limitation, decentralized collaboration, and 
fault tolerance necessitate the use of complex algorithms for sensor networks 
that usually defy analytical methods. Furthermore, few sensor networks have 
come into existence, for there are still many unresolved research, design and 
implementation problems, so measurements are virtually impossible. It appears 
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that simulation is currently the primary feasible approach to the quantitative 
analysis of sensor networks. 

ns2 (http://www.isi.edu/nsnam/ns/), perhaps the most widely used network 
simulator for research, has been extended to include some basic facilities to 
simulate sensor networks. However, one of the problems of ns2 is its object-
oriented design that introduces much unnecessary interdependence between 
modules. Such interdependence sometimes makes the addition of new protocol 
models extremely difficult, which can only be mastered by those who have 
intimate familiarity with the simulator. The difficulties in extension are not a 
major problem for simulators targeted at traditional networks, for there the set 
of popular protocols is relatively small. For example, Ethernet is widely used 
for wired LAN, IEEE 802.11 for wireless LAN, TCP for reliable transmission 
over unreliable channels, etc. For sensor networks, however, the situation is 
quite different. There are no such dominant protocols or algorithms and there 
will unlikely be any soon. A sensor network is often tailored to a particular 
application with specific features, so it is unlikely that a single algorithm can 
always be the optimal one under various circumstances. 

Many other publicly available network simulators, such as J-Sim [4], SSFNet 
(see for example http://www.ssfnet.org), Glomosim [14] and its commercial de­
scendant Qualnet, attempted to address problems that were left unsolved by ns2. 
Among them, J-Sim developers realized the drawback of object-oriented design 
and tried to attack this problem by inventing a component-oriented architecture. 
However, they chose Java as the simulation language, inevitably sacrificing the 
efficiency of simulation. SSFNet and Glomosim focus on parallel simulation, 
with the latter tailored specifically to wireless networks. They do not appear 
superior to ns2 in the respects of design and extensibility. 

SENSE (SEnsor Network Simulator and Emulator) aims to be an efficient 
and powerful sensor network simulator that is also easy to use. We identify three 
most critical factors in its design as extensibility, reusability, and scalability. 
We distinguish also three types of users as high-level users, network builders, 
and component designers. In the next section, we explain what each factor 
implies and how SENSE meets the different needs of all users. In the sections 
that follow, we present in details the design decisions and implementation that 
are centered around these design factors and that take full consideration of needs 
of all three types of users. Finally, we will compare the performance of SENSE 
with that of NS using the flooding simulation as a benchmark. 

http://www.isi.edu/nsnam/ns/
http://www.ssfnet.org
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1. Design Philosophy 

1.1 Extensibility, Reusability and Scalability 
The enabling force behind the fully extensible network simulation architec­

ture in SENSE is the recent progress in component-based simulation [12]. A 
component-port model frees simulation models from interdependence usually 
found in an object-oriented architecture, and a simulation component classifica­
tion naturally solves the problem of handling simulated time. The component-
port model makes simulation models extensible: a new component can replace 
an old one if they have compatible interfaces, and inheritance is not required. 
The simulation component classification makes simulation engines extensible: 
advanced users have an option of developing new simulation engines that meet 
their special needs. 

The removal of interdependence between models also promotes reusability. 
A component developed for one simulation can be used in another if it satisfies 
the latter's requirements on the interface and semantics. In SENSE, another 
form of reusability is made possible by the extensive use of C++ template. A 
SENSE component is usually declared as a template class so that it can handle 
different types of data, depending on the type parameters used to instantiate the 
component. 

Unlike many other parallel network simulators, especially SSFNet (see, for 
example http://www.ssfnet.org) and Glomosim [14], parallelization will be pro­
vided as an option to the users of SENSE. This decision was based on our belief 
that completely automated parallelization of sequential discrete event models, 
however tempting it may seem, is impossible. Even if it were possible, it would 
be doomed to be inefficient as compared to hand-tuned parallel code. Therefore, 
parallelizable models must require much more effort and time than sequential 
models, while many users are not interested in parallel simulation at all. In 
SENSE, a parallel simulation engine will be capable of executing an assem­
blage of compatible components. If a user is content with the default sequential 
simulation engine, then every component in the model repository can be reused. 

1.2 High-Level Users, Network Builders and Components 
Designers 

High-level users solely rely on the model repository and network template 
library from where they can retrieve various network models and configurations 
to construct a sensor network simulation. For them, the process of building a 
simulation merely consists of selecting appropriate models and templates and 
perhaps changing some parameters. Such users may not need any programming 
skills. Extensibility and reusability are not their concerns, but they may want 
the simulations to be scalable. 

http://www.ssfnet.org
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The network builders are not satisfied with the available network templates, 
but they still rely on the model repository to obtain network models. They may 
need to create new network topologies and traffic patterns. These users may 
not have immediate or knowledge of popular programming languages, such as 
C/C++, Java. Extensibility is not an issue for them, since they are not interested 
in modifying the existing models. However, models must be reusable so that 
they can be plugged into many simulations. 

The component designer often intend to modify available models or even 
build new ones from scratch. For example, they can develop a proprietary 
MAC layer protocol which replaces the standard one. Their main concern 
is the extensibility; how easily existing models can be extended or replaced 
determines the willingness of these users to use the simulator. ReusabiUty may 
or may not be an issue, depending on whether the new model is intended to 
be used in other simulations. The biggest challenge of the design for these 
users is to make the modeling process smoother, faster, and more reliable. 
The simulator should provide facilities to speed up checking, debugging, and 
verification of the models; there must be visualization tools to help identify any 
problems quickly; there must be standards that these users can follow in order 
for the models to be more accessible by others. 

2. Component-Based Design 
SENSE is built on top of COST [2], a general purpose discrete event simula­

tor. The design of COST was largely influenced by the new understandings of 
both component-based software architecture and component-based simulation. 
Specifically, a component-port model was proposed to allow complex software 
systems to be built as a composition of components. Later, it was extended to 
the simulation domain where components are categorized into different types, 
based on how simulated time is dealt with. 

2.1 Component-Port Model 
In the component-port model, a component communicates with others only 

via inports and outports. An inport implements a certain functionality, so it 
is similar to a function. In contrast, an outport serves as an abstraction of a 
function pointer: it defines what a functionality it expects of others. 

The fundamental difference between an object and a component in the 
component-port model is that the interactions of a component with others can 
be fully captured by the interface, while this is not the case for an object. For 
instance, an object is allowed to call member functions of any other object if 
it keeps a pointer or a reference to that object. Such communication, how­
ever, is not reflected in the interface or declaration of the object, and becomes 
manifest only when the implementation code is being examined. The result-
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ing problem is that any function call to external objects will introduce implicit 
interdependence between objects, preventing the object from being reusable. 

The existence of outports distinguishes components from objects. Outports 
impose constraints on the dynamic runtime interaction between components. 
The important consequence of their existence is that the development of a com­
ponent can now be completely separated from the application context in which 
the component will be used, leading to truly reusable components. Besides, 
components become more extensible, because there are fewer constraints on a 
component that provides the desired functionality. For instance, in an object-
oriented environment, if an object A is to be replaced by another object B, object 
B has to be derived from A, In the component-port model, this constraint is no 
longer necessary. Any component providing the satisfied functionality can be 
used, regardless of its component type. 

Implementing Components. The subsequent task for us is to implement 
the component-port model with C++, a programming language that is usually 
regarded as object-oriented. Fortunately, we found template-based techniques 
can be utilized to archive this goal, although there are certain limitations due to 
the object-oriented features of the language. 

First, we declare an mfunctor class that represents function objects for mem­
ber functions of class TypelL Typell is the main component class, and we will 
explain why it is so called later in this section. The mfunctor class overrides 
the operatorO function, so it can be called the same way as a normal function. 
Since it keeps a pointer to the component, it can be used to call the member 
function of any object derived from Typell, if initialized correctly. 

template <class T> 
class mfunctor 
{ 
public: 
typedef void (Typell::*funct^t)(T&); 
mfunctor(Typell* _obj, funct^t _f) 

:obj(_obj),f(_f) O 
void operatorO (T& t) { (obj->*f) (t); } 
private: 
Typell* obj; 
funct_t f; 

} ; 

The inport class is just a wrapper class that extends mfunctor so that the 
latter can be more conveniently initialized and invoked. To initialize an inport, 
a pointer to the component and a member function must be provided. 

template <class T> 
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class inport 
{ 
public: 

void Setupdypel l * c, mfunctor<T>: :funct_t f) 
{ 

functor = new mfunctor<T>(c,f); 
} 
void Write(T& t ) { (*functor)(t) ; } 

pr iva te : 
mfunctor<T> * functor; 

} ; 

The outport class maintains a pointer to the inport to which it is connected. 
The ConnectO function can be called to initialize this pointer. When the WriteO 
function of outport is called, the WriteO function of inport will be called, which 
in turn will invoke the member function of the component that was used to 
initialize the inport. 

template <class T> 
class outport 
{ 
public: 
void Connect(inport<T>&_in) { in=&_in;} 
void Write(T& t) { in->Write(t); } 
private: 
inport<T>* in; 

} ; 

One drawback of implementing components as stated above is that the inter-
component communication may become quite costly, as the C++ compiler can­
not completely optimize away the overhead of these function calls. However, 
it is possible to develop an optimization technique which can eliminate such 
communication overhead by merging components together so that the function 
to be called can be directly embedded into the code that makes the call, much 
the same as how inline functions work. 

Another problem with the above implementation is that member functions 
are limited to take only one argument, as in standard C++ template classes with 
different numbers of template parameters cannot be given the same name. This 
problem can be solved by the use of wrapper classes around several arguments 
to make them appear as a single argument. 

Components for Sensor Network Simulation. The component-port model 
gives the users a great deal of freedom in configuring sensor nodes. Figure 13.1 



A Wireless Sensor Network Simulator 255 

shows the internals of a typical sensor node. The sensor node is a composite 
component. It consists of a number of smaller primitive components, each 
implementing a certain functionality. Normally a sensor node has some layered 
network protocol components, a power component and a battery component 
both of which are related to power management, and others such as mobility 
and sensor. The inports and outports of the sensor node component are directly 
connected to the corresponding inports and outports of internal components. 

This structure, however, is by no means the only one that users must strictly 
follow when they are building their own nodes. The user can freely remove or 
add a component, as demanded by the particular goal of the simulation. For 
instance, the network protocol stack can be either simplified by removing the 
net component, or tuned up by adding a new transport layer without affecting 
any other components. A queue component can be easily added between the 
network layer and the mac layer to prevent packets from being dropped when 
the mac layer is busy transmitting other packets. 

to_channelfrom_channel pos_out data_in 

Figure 13.1. The internal structure of a typical sensor node 

In theory many programming languages can be used to configure sensor 
nodes into a network. Configuration is as simple as setting the parameters 
of all components and then interconnecting their inports and outports. In this 
phase, components do not communicate with each other, so any object-oriented 
language is sufficient to perform the task. Currently, C++ is chosen to be the 
only configuration language, since it is also the implementation language for 
components. The simplicity of the configuration does allow such languages as 
TCL or XML to be used. In addition, it is quite natural to develop a simple 
scripting language specifically for the network configuration phase. 
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2.2 Simulation Component Classification 
The component-port model clarifies the role of components in the devel­

opment of general software systems. It still remains unknown, however, how 
the component-port model can be applied to simulation. The answer lies in a 
simulation component classification that naturally extends the component-port 
model to the simulation domain [12]. 

According to this classification, based on the way how simulated time is han­
dled, simulation components are grouped into time-independent, time-aware 
and autonomous classes, also named Type I, Type II and Type III classes, re­
spectively. 

A Type I component does not have the notion of simulated time. It is pas­
sive, as it never generates events without first having received an event. A 
Type I component, when processing an event received from other components, 
may generate new events that are required to have the same timestamp as the 
incoming event that triggered it. Yet, the component itself is unaware of the 
time semantics. Neither does it know whether it is running as a part of a 
simulation program or a part of a non-simulation program. For this reason, a 
time-independent component is said to be time-unaware. 

In contrast. Type II components are time-aware components. They cannot 
advance the simulated time themselves, but they can make a time advance 
request via a special object called a timer. Timers provide a mechanism for 
Type II components to generate events whose timestamp is greater than the 
current simulated time. To schedule such a future event, a timer is set with a 
time increment representing the difference between the current simulated time 
and the timestamp of the future event. As soon as the specified simulated time 
increment elapses, the component where the timer resides will be notified and 
then forced to process the activated event. 

Type III components are named autonomous components because they main­
tain their own simulation clock themselves. A clock indicates the simulated time 
throughout the simulation. A sequential simulation is a Type III component by 
itself, which does not communicate with other Type III components. In parallel 
simulation, there are usually several Type III components, each mapping to a 
process or thread. These Type III components have to be synchronized by cer­
tain algorithms so that they can interact with each other correctly by exchanging 
events. 

The simulation component classification leads to a hierarchical modeling 
process in SENSE. Because of the composability of components, a number of 
components can be combined into a single component. However, this kind of 
composition does not change the component type. If every individual compo­
nent is of Type I, so will the composite component. If at least one of them is 
of Type II, then the composite component will also be of Type II. A simulation 
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engine changes the type of the component. A simulation has to be a Type III 
component, so usually building a simulation involves deployment of one or 
several simulation engines. 

This hierarchical modeling process distinguishes SENSE from many other 
parallel network simulators. There, the simulation engines are often built-in, 
and therefore users are forced to use the simulation engines provided by the 
simulator designers. Advanced SENSE users are given the option of building 
their own simulation engines, as the particular application they are investigating 
may call for a specific simulation algorithm (as of the time of this writing the 
paralleHzation of the simulator is still in progress). 

3. Packet Management 
A network simulation is composed of two types of entities: one are the static 

components that simulate various network devices and the other the dynamic 
packets that are created, transmitted, and received by components. The previous 
sections all dealt with only the simulation models, and we still need a good 
packet management scheme to effectively manipulate the packets. It turns out 
that this is not a trivial problem. 

Our main consideration for the packet management is that it must be memory-
efficient. Memory has become the most serious bottleneck that prevents large 
simulation programs from running on computers equipped with limited mem­
ory. Because of the extremely slow disk access speed, programs that rely on 
virtual memory are often an order of magnitude slower than those that can 
fit into the physical memory. For this reason, we decided to design a packet 
management scheme that consumes as little memory as possible. 

This consideration makes the packet management scheme in ns2 unsuitable. 
In an ns2 simulation, every packet, no matter which protocol layer it belongs 
to, has to occupy the same amount of memory. It works well when protocol 
layers (other than the top one) do not create new packets, for instance, when 
each protocol simply appends its header to the packet and then forwards it to 
the lower layer. This is often not the case, however. A lower layer protocol may 
break a large packet into many smaller ones, as in fragmentation; it may also 
create new control packets, not including the original packet from the higher 
layer, as in handshake. In these cases, a considerable amount of memory would 
be wasted if we treated all packets as if they were of the same size. 

Therefore, we came up with a layered packet structure, as shown in Fig­
ure 13.2. Each layer maintains its own packets, which usually consist of a 
header (denoted by H) and a pay load field (denoted by P). The pay load field 
contains either a pointer to, or a copy of, the packet at the intermediate upper 
layer. If the size of the upper layer packet is much larger than the size of a 
pointer, then a pointer instead of the packet itself can be kept, represented by 



258 PERVASIVE COMPUTING AND NETWORKING 

dotted arrows; otherwise an actual copy of the packet, represented by solid 
arrows, will be more convenient. 

H 

data 

T 

P 

app 

net 

mac 

phy 

Figure 13,2. The Layered Packet Structure 

Another decision we made regarding the packet management is that a packet 
sent by one node will be shared by all receiving nodes. This is possible because 
it is usually meaningless to ^modify' the receiving packet. Wireless nodes 
always share the communication medium with neighbors, so it is expected that 
one packet will often be received by many nodes. Consequently, the amount of 
memory saved by this approach will be considerable. 

A standard programming technique, reference counting, is adopted to keep 
track of packets. When a node receives a packet, it must increment the reference 
count of the packet to indicate that it now partly owns the packet. When a 
packet is to be released, its reference count will be decremented. Only when 
the reference count goes to zero can the packet be actually deleted. 

However, such a packet structure results in an inevitable problem. Assume a 
scenario in which a certain layer asks the physical layer to transmit a packet by 
pointer. The physical layer may successfully transmit the packet out, in which 
case the pointer will be forwarded to other node. However, the problem arises 
when the transmission fails, for instance, if there are no other nodes within the 
transmission range. The packet has to be destroyed by the physical layer. 

This implies that the lower layer may need to be responsible for releasing the 
pointer to the packet sent from any higher layer, and this problem is not limited 
to the physical layer, since other layers may attempt to drop packets under 
special circumstances. In general, no reliable transmission can be guaranteed. 

On the other hand, if the payload field contains not the pointer to, but a copy 
of the packet from the upper layer, then no operation is needed when the packet 
is to be dropped. For any intermediate layer, packets from the higher layer could 
be in the form of either pointers or plain structures. It seems that we would 
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have to implement two components for each layer, one accepting pointers and 
the other copies. 

Fortunately, this problem can be elegantly solved by a C++ template tech­
nique referred to as trait. According to Bjame Stroustrup, a trait is "a small 
poUcy object typically used to describe aspects of a type" (for details, see 
http://www.research.att.com/ bs/glossary.html). In SENSE, a special packet 
trait class is declared which can tell if a certain template parameter is a packet 
structure or a packet pointer. 

The declaration of this packet trait class is shown below. Basically it means 
that for general packets, nothing needs to be done with regard to packet deallo­
cation. 

template <class T> 
class packet_trait 
{ 
public: 
static void free(const T&) {}; 

} ; 

The smart-packetJ class is the main SENSE packet class defined for layers 
other than the top one. It consists of a header and a payload field, as well as a 
reference count. 

template <class H, class P> 
class smart_packet_t 
{ 
public: 

inline void freeO; 
H hdr; 
P pld; 
private: 
int refcount; 

} ; 

In \htfree() function of the smart.packetJ class, it first calls \hefree() function 
of the payload via the packet Jrait class. It then decrements the reference count, 
and if the reference count is zero, both the header and itself will be freed. 

template <class H, class P> 
void smart_packet_t<H,P>::free() 
{ 
packet_trait<P>::free(pld); 
refcount—: 

http://www.research.att.com/
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if(refcount==0) 
{ 
packet_trait<H>::free(hdr); 

delete this; 
} 

} 

Below is the partial specialization of packet Jrait for pointers to smarLpackeU. 
As a result, in the free() function given above, if the pay load contains a pointer 
to a smart packet, the smart packet will be freed; for all other cases nothing 
happens. If users are to define their own packet types and keep track of them 
by pointers, they should speciaHze the packet Jrait class in a similar way. 

template <class H, class P> 
class packet_trait< smart_packet_t<H,P>* > 
{ 
public: 
typedef smart_packet_t<H,P> nonpointer^t; 
static void free(nonpointer_t* const &p) 
{ 

if(p!=NULL) p->free(); 

} 
}; 

4. Component Repository 
As the core design of SENSE has been finahzed, we built an extensive set of 

components ranging from application layer to physical layer, as well as energy 
and mobility models that are specifically targeted at sensor networks. 

4.1 IEEE 802.11 
The IEEE 802.11 component in SENSE implemented the distributed coor­

dination function (DCF) described in the IEEE 802.11 standard. To transmit 
a data packet, this MAC component first checks the size of the data packet. 
If the size is smaller than a predefined threshold given by a parameter named 
RTSThreshold, or if the data packet is to be broadcast, the data packet will be 
transmitted directly, with a proper header added. If the size is greater than 
RTSThreshold, an RTS/CTS exchange mechanism will be invoked prior to the 
actual data transmission, in order to reserve the medium for a period of time 
that is just sufficient for the entire transmission. A unicast data packet must 
be accompanied by an acknowledgment, but not a broadcast data packet. A 
transmission is deemed successful only if the acknowledgment packet has been 
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correctly received. Each failed transmission will double the content window 
until it reaches the preset maximum value. 

The IEEE 802.11 implementation in SENSE has the same detail level as that 
of ns2 (http://www.isi.edu/nsnam/ns/). However, the source code in SENSE 
is twice as short as that in ns2, which can be attributed to the simplicity and 
effectiveness of the SENSE API. For example, timers are implemented as a 
template class that takes the type of event as a parameter. Defining a timer 
in SENSE is as simple as writing a statement to instantiate the timer. On the 
contrary, in ns2 each timer instance needs a unique implementation of a class 
derived from the base timer class, which greatly degrades the efficiency and 
readability. 

4.2 AODV 
Ad-hoc on demand distance vector routing (AODV) has been well-received 

as a routing protocol for wireless networks. AODV's route discovery consists 
of setting up a forward and reverse data transmission path between two mobile 
nodes. After route discovery is complete, each node belonging to the established 
path maintains a routing table via sequenced requests and response messages. 
A table entry primarily consists of two IDs: one denoting the destination node 
and the other denoting the next-hop node along the path to the destination. The 
sequence numbers included in the request/response packets ensure that these 
routes are loop-free. Other table entry information is used to maintain route 
freshness, so that outdated route entries may be properly replaced. AODV's 
route maintenance also provides facilities for replacing damaged routes (e.g., 
those with broken links). Each node maintains only partial (local) route infor­
mation, so full path information is never transmitted between nodes. A seminal 
document [8] provides more details about AODV. 

The AODV implementation in SENSE is based on the most current AODV 
Internet draft [9]. We have implemented the operative components essential to 
AODV's basic operation. This set includes all steps required to actually build 
routes. However, selected route maintenance functions have not been included 
in the current simulation. For example, provisions noted in section 6.8 of [9] for 
handling of unidirectional links have not been implemented. This is primarily 
because we only assume bi-directional links in our simulation. We have not 
yet included full facilities for maintaining local connectivity, processing route 
error packets, or implementing local repair functions. All these are expected to 
be completed in the near future. 

http://www.isi.edu/nsnam/ns/
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4.3 DSR 
Dynamic Source Routing (DSR) [5] is another widely used on-demand 

routing protocol for wireless networks. Similar to AODV, DSR provides a 
mechanism of route discovery if the route from the source to the destination 
is unknown. But unlike AODV, after the route has been discovered, the entire 
route is included in the packet header, and intermediate nodes will determine 
the next hop by looking at the routing information contained in the packet. 

An initial version of the DSR Component for SENSE has been completed 
which makes certain restrictive assumptions within DSR specifications. Specif­
ically, all nodes are assumed to be bi-directional, without support for promis­
cuous communications, and running in a homogeneous link layer environment. 
Moreover, we assume that all communication links, once established, are not 
subject to damages, and hence error handling and route recovery are not neces­
sary. Our testing environment currently consists of DSR running on top of the 
802.11 link level component, for which all of these assumptions are valid. 

As DSR matures, and new upper-level and lower-level networking compo­
nents are created, a number of the current limitations will be removed. An 
Immediate plan is to include route error packets so that the network can recover 
from faulty nodes or communication obstacles. Other plans include support for 
the promiscuous mode operation, the optional DSR flow state extension, uni­
directional links, and a data link layer which does not provide acknowledgment 
information for unicast packets. 

4.4 Battery Models 
Two battery components have been implemented in SENSE. In the Sim-

pleBattery component, the discharge rate is always proportional to the power 
drawn from the battery, and is not dependent on the current. Its capacity is a 
constant defined by the simulation parameter. Let £" be the previous remaining 
energy and P the power consumed in the time unit, the energy remaining after 
a consumption period of t can be expressed as: 

E = E' -Pt (13.1) 

In the more complex RealBattery component, the discharge rate becomes 
dependent on the current: larger current usually renders the battery discharge 
quicker, thus resulting in less actual capacity at the end of the usage period 
than the smaller current would do [7]. A discharge rate dependence parameter. 
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k, determines how the value of the current affects the discharge rate. More 
specifically, Equation 13.1 becomes: 

The RealBattery component also models relaxation [7], which refers to the 
phenomenon that a battery may gradually recover some of its lost capacity 
if the discharge current undergoes a sudden drop to become very small. For 
simplicity, we assume that relaxation only occurs if the current first sustains 
for a fast discharge period of at least TR with a current larger than IR, and 
then suddenly drops from above IR to 0. Let A be the recovery rate, g the 
growth ratio that can be eventually reached, then during the relaxation period 
the capacity is governed by the following equation: 

E = gE'{l-e-^^) (13.3) 

A restriction is imposed to ensure that the capacity after the relaxation period 
would not exceed the capacity right before the fast discharge period. 

In this component, another parameter is provided to turn the relaxation off. 
If there is not relaxation, and if fc, the discharge rate dependence parameter, is 
zero, the component regresses to the SimpleBattery component. 

4.5 Power Model 
In SENSE, the power component is responsible for power management. Cur­

rently, a SimplePower component has been implemented, which can operate on 
any of 5 modes: TRANSMIT, RECEIVE, IDLE, SLEEP, and OPE 4 parame­
ters specify the energy consumption rate under each of the first 4 modes, while 
in the OPP mode there is no energy consumption. 

The power component accepts control from networking components. In re­
sponse to the control signal, it can switch from one mode to another. Depending 
on its operating mode it also draws corresponding current from the battery. 

5. Performance Comparison 
To test the performance of SENSE in terms of execution speed and memory 

efficiency, we carried out a set of experiments that compared SENSE with ns2. 
All simulations were conducted using a Dell Latitude D600 with an Intel 1.6 

Ghz Pentium-M processor and 512MB 266MHz DDR SDRAM. The flooding 
simulation was used as the benchmark for comparison. The flooding imple­
mentation in the ns2 distribution was modified to minimize the memory usage. 
In the original implementation, each node maintained a hash table that stored 
every packet that has been received. After the modification was applied, each 
node would only store the latest sequence number for each source. Any packet 
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Figure 13.3. Event Processing Rate of NS and SENSE 

that comes from a source with a sequence number smaller than the latest se­
quence number known for this source is deemed as having been received before. 
This modification greatly reduced memory consumption, and is in accordance 
with the flooding implementation in SENSE. 

For the comparison, TCL and C++ scripts were written to randomly generate 
traffic and topology files, and both simulators were modified to read from the 
same input files. All nodes are running the IEEE 802.11 protocol, but using 
only the broadcast functionality due to the nature of flooding. Simulations were 
conducted to compare the two simulators execution times and memory usage 
under various conditions. 

All NS-2 simulations were conducted using NS-2 version 2.26. A few 
changes were made to the flooding TCL script that comes with the ns2 distribu­
tion to disable the simulator from producing the trace file. The heap scheduler 
was used in both, because it is less sensitive to different time increment distri­
butions. Unnecessary headers were also removed to minimize the size of each 
packet. 

We compared the execution speeds of both simulators. We created a wireless 
sensor network containing 60 nodes, with the same random placement and a 
1000m by 1000m terrain. 12 sources were randomly chosen to send packets 
with a length of 1000 bytes, at fixed intervals of 10 seconds. Figure 13.3 shows 
that SENSE is consistently twice as fast as ns2. In both simulators the number 
of events were roughly the same. 
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Figure 13.4. Frequency of Packet Allocation in ns2 and SENSE 

The dramatic performance difference between ns2 and SENSE can be largely 
attributed to the ways they allocate and release packets. In ns2, when a packet 
is being broadcast, every neighboring node will receive a copy, so the number 
of packet allocations is equal to the number of received packets. In SENSE, a 
packet is always shared by all receivers, so the number of packet allocations is 
equal to the number of sent packets. In a dense wireless network, a node can 
usually communicate with dozens of neighbors. Consequently the number of 
received packets is far greater than the number of sent packets. Figure 13.4 
confirms this explanation. 

6. Related Work 
As stated in the introduction section, the development of SENSE was largely 

motivated by the realization of the fundamental drawback in the object-oriented 
designed of ns2 (http://www.isi.edu/nsnam/ns/). Compared with ns2, SENSE 
is not only more efficient, as shown by last section, but also more advanced 
in the architecture design since SENSE greatly promotes the reusability and 
composability of network models. 

J-Sim [4] is also claimed to be a wireless network simulation with a component-
oriented architecture. However, the inter-communication efficiency was not 
taken as a principal design factor, and as a result the overhead is larger than in 
the current version of SENSE. More specifically, in every J-Sim component, 
a Processi) function handles incoming events for all ports, which involves dy­
namic dispatch of events based on the ports that they come from. However, 

http://www.isi.edu/nsnam/ns/
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this mechanism incurs unnecessary run-time overhead, since communication 
between components can be largely deduced statically from their connections. 

Several other simulators devoted to wireless sensor networks have been in 
progress. Among them, TOSSIM [6] and Emstar [3] are similar to each other 
in that both are a combination of a simulator and an emulator that can facilitate 
the development and deployment of sensor nodes. SensorSim [10] is basically 
a sensor network extension of ns2, while SensorSimll [13] has been rewritten in 
Java but still inherited the object-oriented design. SENS [11], being developed 
at UIUC, is another object-oriented sensor network simulator. 

7. Conclusion and Future Work 
The most significant feature of SENSE is its balanced consideration of mod­

eling methodology and simulation efficiency. In designing SENSE, we attempt 
to convey a belief that it is possible to build a very user-friendly simulator that 
is also very fast. Unlike object-oriented network simulators, SENSE is based 
on a novel component-oriented simulation methodology that promotes extensi­
bility and reusability to the maximum degree. At the same time, the simulation 
efficiency and the issue of scalability are not overlooked. We observed that 
memory is the major factor that limits the size of simulation that can be actually 
performed, and that many other simulators contain too much overhead with 
respect to memory usage. The simulator is therefore memory-efficient, fast, 
extensible, and reusable. 

SENSE is still in its active development phase. Although the core of the sim­
ulator has been gradually stabilized, it still lacks a comprehensive set of models 
and a wide variety of configuration templates for wireless sensor networks. Be­
sides, a visualization tool is desirable which can quickly track down what goes 
wrong during the simulation. Without such a tool, the output of the simulation 
is hard to interpret. Visualization can also facilitate the configuration phase by 
allowing networks to be constructed graphically. 

The problem of inefficient inter-component communication can be com­
pletely solved very soon. We have designed a component extension to the C++ 
language. The new language extension introduces only four keywords and four 
syntactic rules, with simple semantics that are easy to understand. It will not 
only improve the simulation speed, but also free SENSE users from the con­
straint that limits the number and granularity of components that can be used 
when efficiency is the main concern, since the inter-component communication 
overhead will be entirely eliminated with this new language extension. 
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